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FOREWORD

This report was prepared for the Air Force Office of Scientific Research,
United States Air Force by the United Technologies Corporation Research Center,

East Hartford, Connecticut, under Contract F49620-78-C-0064, Project Task No.
2307/A4 61102 F. The performance period covered by this report was from 1 June
1978 to 1 June 1980. The project monitors were Dr. D. G. Samaras and Dr. James
Wilson.

The experimental portions of the investigation are being conducted in the UTRC

Boundary Layer Wind Tunnel. This facility was constructed during 1977 and underwent

a series of flow quality evaluation tests during 1978. The UTRC Uniform Heat Flux
Flat Wall Model, was also constructed, instrumented, and tested during 1978. Finally,
a computer controlled data acquisition system for the UTRC Boundary Layer Wind Tunnel
was designed, constructed and made operational during 1978. The construction and

evaluation testing of the Boundary Layer Wind Tunnel, Uniform Heat Flux Flat Wall
Model, and Data Acquisition system were conducted under UTC Corporate sponsorship.

Contract funded efforts have been devoted to the measurement and analysis of
the heat transfer distributions, boundary layer profile and turbulence data
presented in this report.

This report covers tasks "a" and 'tb" of the Statement of Work of the subject
contract. A second report detailing the work conducted under tasks "c" and "d" will
be prepared at the end of the contract period.

I
I

I

' 1



R80-914388-12

ABSTRACT

During the first two years of the contract period experimental research has
been conducted to determine the influence of free-stream turbulence on zero pressuie
gradient, fully turbulent boundary layer flow. During this period convective heat
transfer coefficients, boundary layer mean velocity and temperature profile data
and wall static pressure distribution data were obtained for five flow conditions
of constant free-stream velocity and free-stream turbulence intensities ranging
from approximately -% to 7%. Free-stream multi-component turbulence intensity,
longitudinal integral scale, and spectral distributions were obtained for the
various turbulence levels. The test results with 1% free-stream turbulence
indicate that these data are in excellent agreement with classic two-dimensional
low free-stream turbulence, turbulent boundary layer correlations, thus establishing
the absolute accuracy of the experiment. The data obtained for the test cases
with higher free-stream turbulence indicate that the turbulence has a significant
effect on turbulent boundary layer skin friction and heat transfer. It has been
shown that these effects are a function of the free-stream turbulence intensity,
the turbulence length scale, and the boundary layer momentum thickness Reynolds
number. Suggested correlations for the influence of free-stream turbulence on
skin friction, heat transfer, and the Reynolds analogy factor are given.

Also during this period, a boundary layer prediction method has been assessed

as to its ability to predict free-stream turbulence effects on flat plate heating
and skin friction, Comparisons with the experimental data obtained here showed
that adequate predictions can be made for this case with an existing turbulence
model.
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INTRODUCTION

Improved techniques for calculating heat transfer coefficient distributions

on gas turbine airfoils have been sought by engine manufacturers for the entire
history of the industry. These heat transfer distributions must be known so that

cooling schemes can be tailored to produce the required metal temperature. Accurate
heat transfer predictions are an essential feature of gas turbine design because

of the need to maximize performance through minimal use of cooling air and the need

to minimize development costs through provision of adequate airfoil cooling on the

initial design.

In the design of an airfoil cooling scheme the lack of any required heat

transfer distribution information may be compensated for by simply overcooling the
component. This overcooling may easily exist since gas turbine thermal design

systems are typically not based on fundamental fluid mechanics and heat transfer
data and analysis alone but rather are calibrated, or adjusted, to provide agree-

ment with engine experience. Among the more obvious benefits that result from
elimination of overcooling are reduced aerodynamic cooling penalties, increased

burner and turbine mainstream mass flow rates (i.e., increased power) and potentially

reduced cost for the fabrication of the airfoil cooling scheme. Furthermore, with-

out a more complete first-principles understanding there is the likelihood that a

designer will unknowingly go beyond the range of validity of the design system cali-
bration. There is, then, a clear requirement for the development of airfoil heat

transfer distribution prediction procedures which are based on fundamental fluid
mechanics and heat transfer data. The great emphasis placed on the development of
accurate boundary layer calculation techniques over the past few years reflects the

recognition of these needs.

One particularly important topic in the general context of turbine airfoil

convective heat transfer is the influence of the freestream turbulence on both

transitional and fully turbulent boundary layer profile development. It has, of

course, long been recognized that increasing the freestream turbulence level can
cause a forward shift of the laminar to turbulent transition region. This partic-

ular phenomenon, the reduction of the boundary layer transition Reynolds number
with increased freestream turbulence level, is well documented in the open

literature for zero pressure gradient flows and can be accurately predicted with

at least one currently available boundary layer prediction scheme. The influence
of the freestream turbulence on fully turbulent boundary layers, however, is

i presently unclear. A nunber of investigators have studied the effects of free-

stream turbulence level on flat wall turbulent boundary layer heat transfer rates

and have all reported either negligible or very small effects. In contrast, other
experiments which documented the effects of freestream turbulence on boundary layer
growth, profile structure, andskin friction distribution reported very large and
important influences. The current contract is being conducted in order to clarify

3
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these contradictions. Both wall heat transfer and detailed boundary layer profile

data are being obtained for fully turbulent boundary layers for a range of free-
stream turbulence levels to provide data which will definitively indicate the
influence that freestream turbulence level has on fully turbulent boundary layer

heat transfer. In addition, these experimental data will be employed to evaluate
the turbulence entrainment models currently incorporated in existing boundary layer

calculation techniques.

As previously discussed, the effects of freestream turbulence on the zero

pressure gradient boundary layer transition Reynolds number are well understood.
The influence of the freestream turbulence on the transition process becomes con-
siderably less well defined, however, for cases in which the boundary layer is

also exposed to a pressure gradient. The net result of the combined influence of

turbulence and pressure gradient is dependent upon the sign of the pressure
gradient and the relative strength of the two effects. For adverse pressure
gradients both the turbulence and the deceleration promote the transition process
and in this case the net result is simply to hasten transition. For favorable
pressure gradients, however, the flow acceleration acts to stabilize the boundary
layer and tends to counteract the effect of the freestream turbulence. This inter-

play of pressure gradient and turbulence results in at least two effects on the

transition process: (1) the location of the onset of transition is influenced
and (2) the length and character of the transitional boundary layer flow region may

be altered significantly. At the present time only very limited experimental data
documenting these effects are available. To further complicate the matter, much
of the currently available data are contradictory making it impossible to assess

the relative quality of boundary layer calculation techniques for these flows. For

these reasons, as part of the present contract both wall heat transfer and detailed
velocity and temperature profile data will be obtained for accelerating transitional
boundary layer flows exposed to high freestream turbulence levels. These data will

be utilized to evaluate the current capability of existing boundary layer calcula-

tion procedures to predict boundary layer development with combined favorable

pressure gradients and high freestream turbulence levels.

The present contract program will provide the wall heat transfer and detailed

mean boundary layer profile development data required to determine the influence of
freestream turbulence level on both fully turbulent and accelerating transitional
boundary layers. These data will be fundamental in nature and could be employed by

both UTRC and other workers in the field of boundary layer computation for evalua-

tion of analytical models. In addition, the contract experiments will provide a
valuable body of detailed heat transfer and boundary layer profile data directly

relevant to the problem predicting heat transfer distributions on gas turbine air-

foils. Possible requirements for the development of new analytical mrdels for the
entrainment of freestream turbulence into boundary layers and/or new boundary layer

transition models will also be established. Finally, as mentioned above, the infor-

mation could result in more accurate blade heat transfer distribution prediction

techniques and thereby the more efficient use of blade cooling air.

4
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The contract effort consists of the documentation and analysis of experimental

flat wall boundary layer profile and heat transfer data to determine the influence

of freestream turbulence on transitional and fully turbulent boundary layer flows.
For fully turbulent, zero pressure gradient boundary layer flows the following data

will be obtained for a range of freestream turbulence intensities: convective heat

transfer coefficients; boundary layer mean velocity and temperature profiles; test

wall static pressure distributions and freestream turbulence intensity; spectral

and longitudinal integral scale distributions. These same measurements will be

obtained for various combinations of favorable pressure gradients and freestream

turbulence levels for transitional boundary layer flows. From these data the

integral properties of the test boundary layers will be calculated and, where

applicable, the profile data will be reduced to the "universal" coordinates for
turbulent boundary layers U+ , Y+, and T+. Finally, the measured heat transfer

distributions and boundary layer profile development will be compared to predictions
of the UTRC Finite-Difference Boundary Layer Deck. These comparisons will be

employed to evaluate the computation methods currently incorporated in the UTRC

deck.

5
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DESCRIPTION OF TEST EQUIPMENT

1. UTRC BoundaryLayer Wind Tunnel

All experimental data for the present investigation are being obtained in the

United Technologies Research Center (UTRC) Boundary Layer Wind Tunnel. This tunnel
was designed for conducting fundamental studies of two-dimensional, incompressible

flat wall boundary layer flow. Incorporated in the tunnel is a versatile, adjust-

able test section constructed so that laminar, transitional, or turbulent boundary

layers can L_ subjected to favorable, zero, or adverse pressure gradients. In

addition, test boundary layers can be subjected to a wide range of freestream tur-
buleice levels. Low freestream turbulence flows can be investigated in this

facilitv since it is designed to have a very low residual test section turbulence
level. Higher turbulence levels can be generated within the test section through

the use of various rectangular grids.

An overall sketch of the Low Speed Boundary Layer tunnel is shown in Fig. 1.

The tunnel is of recirculating design and consists of a blower, a settling chamber/

plenum, a contraction nozzle, the boundary layer test section, a downstream

diffuser, and a return duct. The settling chamber/plenum consists of a series of
perforated part span baffles which even out gross irregularities in the flow from

the blower and a honeycomb which removes large-scale flow swirl. Downstream of
the honeycomb are a series of fine mesh damping screens which progressve, lv reduce
both the flow nonuniformity and the residual tunnel turbulence level. A nozzle

with a 2.8:1 contraction ratio mounted downstream of the damping screens accelerates

the flow to produce the required test section Reynolds numbers. Following the con-

traction nozzle the flow passes through the 34-in.-wide flat wall boundary layer

test section. At the entrance to the test section an upstream facing scoop bleed
assembly forms the leading edge of the boundary layer test surface. The purpose of

this leading edge bleed scoop is to divert all the flow near the tunnol upper wall.
With this arrangement the test section flow consists of the uniform "core" flow from

the main contraction nozzle. A sketch showing details of the scoop assembly is

presented in Fig. 2. The scoop assembly consists of a two-stage leading edge
adjustable bleed and, as shown in Fig. 2, is attached to the flat wall boundary

layer test surface. The upstream and by far the larger of the two scoops diverts
the flow nearest the upper wall of the contraction exit duct. This large scoop is
intended to trap both the two-dimensional boundary layer which develops along the

contraction nozzle wall and the vortices which develop in the contraction corners.

The flow rate along the scoop opening is adjusted by locally restricting portions

of the perforated plate located at the scoop exit (see Fig. 2). The local scoop

at the static taps along the entire scoop. The downstream and much smaller of the

two scoops is mounted directly on the front edge of the Uniform Heat Flux Flat Wall
Model. The test section boundary layer begins growing at the leading edge of

6
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this smaller scoop. The purpose of this small-scale second scoop is to provide
as short an unheated starting length upstream of the heated test surface as
practical by bleeding off any boundary layer which develops along the large

scoop lip. As with the larger upstream scoop the flow rate along the small
scoop is adjusted by locally restricting portions of the perforated plate
located at the small scoop exit (see Fig. 2). The leading edge of the small
downstream scoop is a 4 x 1 ellipse shape in order to prevent a local separation
bubble and premature transition of bhe test surface boundary layer. As shown
in both Figs. 1 and 2 the flaw diverted by the leading edge scoop assembly is
returned to the main tunnel loop through a small duct.

The main test section of the Boundary Layer Tunnel consists of the flat

upper wall test surface, a lower flexible, adjustable stainless-steel wall
and transparent vertical sidewalls. The vertical sidewalls were constructed

of plexiglass to facilitate positioning of boundary layer probes and for

purposes of conducting flow visualization studies. Downstream of the test
section a diffuser/corner combination reduces the test section velocity
and delivers the flow to the return duct. Mounted in this return duct are
an air filter and a liquid chilled heat exchanger which controls and stabilizes

the tunnel air temperature at approximately 700F.

Higher turbulence levels required for this investigation can be generated

within the test section by installing coarse grids at the entrance to the tunnel
contraction (see Fig. 1). Four rectangular bar turbulence generating grids were
designed and fabricated for use in this investigation. These grids were designed,
using the correlations of Ref. 1 to produce test section total turbulence levels
ranging from approximately 1 to 7 percent. A diagram of the turbulence generating
grid configurations including all pertinent grid dimensions is presented in
Fig. 3. Photographs of the four assembled grids are presented in Fig. 4. For

grid numbers 1 and 2 (small bars) a locating jig was employed to secure the grid
bars at precise intervals while the bars were welded at their intersections.
This step assured that the grid configurations were both permanent and uniform
over their entire area. For grids number 3 and 4 (larger bars) the rectangular
bars are very rigid making this unnecessary. The tunnel, then, can be operated
with 5 different levels of freestream turbulence in the test section; (1) no

turbulence grid installed (minimum turbulence level) and (2) through (5) with
grids No. 1 through 4 installed at the contraction entrance.

A photograph of the Boundary Layer Wind Tunnel is presented in Fig. 5. Also
n shown in Fig. 5 are both the telescope used to position probes relative to the

- test wall and the computer controlled probe traverse mechanism.

( I
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2. Uniform Heat Flux Flat Wall Model

As discussed in the Boundary Layer Wind Tunnel description, the test boundary
layer development begins at the leading edge of the small bleed scoop and continues
along the flat test wall. For these present studies the flat wall tect surface
consists of an electrically heated plate instrumented for the measurement of local
convective coefficients. This heated test surface is designed to produce a nearly
uniform heat flux distribution over its entire surface and will be referred to as
the Uniform Heat Flux Flat Wall Model. This flat wall model consists of a block
of rigid urethane foam 34-in.-wide by 96-in.-long by 4-in.-thick mounted in a
plexiglass frame with 6-in.-wide strips of metal foil cemented to the test surface.
A sketch of the Flat Wall Model and its instrumentation is presented in Fig. 6.
Rigid foam was employed for the substrate of the Flat Wall Model because of its
extremely low thermal conductivity (k = 0.025 Btu/hr ft OF). Because of this low
foam conductivity less than % of the heat generated on the surface of the plate
is conducted through the model wall.

Electric current passing through the metal foil strips cemented to the Flat
Wall Model test surface produces the surface heating. The metal foil strips are
wired in series and are powered by a single low ripple, regulated dc power supply.
Use of series wiring assures that precisely the same current passes through each
of the metal foil surface strips. The metal foil employed for the model surface
was 316 stainless, "3/4 hard" temper, 0.0012-in.-thick by 6.00-in.-wide. The
temperature-resistance characteristics of three samples of this foil were deter-
mined using an Electro Scientific Industries 1701 B Precision Ohmmeter. A low
temperature oven was used to control the temperature of the foil samples.
Resistance data obtained for the three samples are presented in Fig. 7. The
extremely small scatter for these data indicates that for any test surface
temperature the local foil resistance can be calculated within an accuracy of
1% using the following expression.

(1)
Rfoil = Rref (1 + aref (Tfoil-Tref))

where

Tref = 71°F

Rref 0.0500 a/Ft @ 71°F

aref @ 71°F = 0.000504 Q/°F

81
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The foil test surface is instrumented with an array of 203 Cr-Al 0.005 in. wire
diameter bead welded thermocouples. The thermocouple array is shown in Fig. 6.
Each thermocouple was welded to the back surface of the foil through a hole in
the rigid foam plate. Welding the thermocouple beads directly to the foil insures
that the local foil temperatures can be accurately measured.

In order to insure a known, constant test surface emissivity and hence a
known radiation loss the completed foil test surface was coated with 3M C-101 high
emissivity flat black paint ( E= 0.99). Forty-eight surface static pressure taps
were also installed in the Flat Wall Model. The locations of these static taps
are shown in Fig. 6.

Photographs of the Uniform Heat Flux Flat Wall Model at various stages of
completion are presented in Figs. 8, 9, and 10. Figure 8 shows the plexiglass
frame for the Flat Wall Model prior to casting the rigid urethane foam wall.
A photograph of the back surface of the Flat Wall Model is presented in Fig. 9.

This photograph shows the leading edge scoop lip mounted on the front edge of the
model and the routing of the thermocouple and static pressure leads. Figure 10
shows the test surface of the model before it was coated with high emissivity
black paint. In Fig. 10 the surface foil strips have been connected to their
respective buss bars. The buss bar/strip circuit is arranged in series so that
the total power current passes through each individual strip.

The dc power current passing through the surface strips is measured using
two precision shunt resistors and a digital voltmeter. The temperature of the
test surface thermocouples are measured relative to a single test section free-
stream reference junction using a digital voltmeter.

The local generated power on the test surface is determined by measuring the
local wall temperature, Tw, and calculating the local dissipation.

(2)

qpower =1
2 Rfoil = 2 Rref (+ aref (Tw - Tref))

The local convective coefficient can then be determined by ignoring the

negligible conduction losses, subtracting that power lost through thermal radiation,
and dividing by the temperature difference from the wall (TW) to the freestream
(Te).

h qpower - (3)
Tw - Te

!9
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As an example to illustrate the magnitude of the radiation losses from the test

surface, for Ue = 100 fps, for turbulent boundary layer flow with Tw-re = 25 OF,
the radiation loss is approximately 4% of the total surface power. Aside, then,

from the small differences in local dissipation and radiation reflected by Eqs. (2)

and (3), respectively, the test surface produces uniform convective heat flux for

turbulent flow test cases.

10
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3. Instrumentation

Boundary layer mean velocity profile data were measured using United
Sensor Model BA-O.020 impact probes with flattened tips. A photograph of
a typical probe is presented in Fig. 11. The probes used in the program
were inspected using both a Nikon Model II toolmakers microscope and a Jones

and Lamson Model PC14 Shadowgraph. Probe dimensions obtained with these
instruments are included in Fig. 11.

Mean temperature data were measured with miniature thermocouple probes
designed using the results of Ref. 2. Photographs of thermocouple probes No. 1

and 2 are presented in Fig. 12. The thermocouple sensing element for these
probes was constructed from O.COl in. dia Chromel-Alumel bead welded wires.
The thermocouple bead (=0.003 in. dia) is located at the center of the probe
support prongs which are fabricated of heavier Chromel and Alumel wire. The
results of Ref. 2 indicate that a probe of this design will be virtually free
of wire conduction errors and is capable of measuring boundary iayer mean

temperature profile data into the viscous sublayer region.

I'I
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4. Data Acquisition System

Experimental data for the UTRC Boundary Layer Wind Tunnel is recorded using
a data acqusition system specifically designed for this facility. This data

acquisition system is capable of recording time mean analog signals from the

various pressure, temperature and hot wire/hot film probes and test section
transducers used in the facility. In addition, the system controls the movement
of the various boundary layer probes through the use of an L.C. Smith ball/screw

traverse drive linked to an InterData Model 6/16 computer. Signals from the
various probes are recorded using InterData magnetic disks. The data system

consists of two units (1) a console containing the InterData computer and disk
recording unit and a Perkin-Elmer Model 1100 scope/keyboard control terminal,

and (2) a remote cabinet unit, linked by cables to the console unit, which con-

tains the sensor transducers and traverse controls. The computer cabinet is
relatively mobile and can be moved to convenient locations near the tunnel test

section. A photograph of Units 1 and 2 of the data acquisition system is presented

in Fig. 13. Also, in Fig. 5 (tunnel test section photograph) the remote unit can

be seen at the downstream end of the test section.

12
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-IDATA ACQUISITION AND ANALYSIS TECHNIQUES

1. Description of the Hot Film Anemometer and Signal Processing System

Measurements of the turbulence quantities downstream of the various
generating grids were obtained with single and X hot film probes and their
associated anemometry. These data include measurements of the multi-component
(u', v', and w') distributions of turbulence intensity and measurements of the
strean wise component (u') distributions of the integral scale and power spectral
density. The following are descriptions of the anemometer and signal processing
equipment used to obtain these data. Also included are descriptions of the

techniques employed to reduce and interpret the measured quantities.

1.1 Measurement of Multi-Component Turbulence With X Hot-Film Array

Consider an X hot-film array exposed to a mean velocity whose vector lies
in the plane of the array:

0 FILM A PROBE PRONG AXIS

7\..FILM B

In the following analysis it is not assumed that the individual films are
perpendicular to each other or that they form any idealized effective angle to

the mean flow direction. The angle 0 is the inclination between the mean flow
direction and the nominal probe prong axis. Note that in the above sketch the

flow is not assumed to be bisecting the angle between the films in the X array.

The linearized mean voltage from each of the films (i) in the array is

given by:
EL EL.(u,4) = 1 46- L oJs,. (4)

where ai is the mean velocity sensitivity coefficient of the linearized film.
Differentiating with respect to time yields:

6ELi  6ELi au aELi ais (5)
at au t a¢ a t

1
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For the case when the mean velocity vector is aligned with the probe prong axis

(0= 0) there are two components of fluctuating velocity (Au & Av) in the plane

of the X hot-film array

U ±Au

AAV

AV . ton A O fJ
U

(6)
aS (A av
at U at

combining Eqs. (5) and (6) yields

ELE ELIj) aELi V.(7
au U 64a>

where the prime superscript denotes differentiation with respect to time.

- 8EL aU av
EL- U =atELi: a t at a -

If ai is defined as the ratio of the sensitivity of V' fluctuation to U'

fluctuations for the inclined wire (i)

I aELi 
(8)

U~ I a dELi _ aELi
a. M U ao I - =_ I _

aELi Ua i  a* ELi  a

au

Combining Eqs. (7) and (8) yields

EL' aiu' + a.a,V' (9)

The coefficients a. (Eq. (4)) and a i (Eq. (8)) are to be experimentally deter-

mined for both films of each probe. A detailed description of the calibration

procedure and sample calibration data are presented in the following section.

The following paragraphs describe how these calibrated probes were employed to

determine the various required turbulence quantities.

1.4
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The fluctuating linearized voltages of films A and B in the probe array are

given by Eq. (9). The fluctuating signals can be measured using a "true mean

square" or true "root mean square" (RMS) voltmeter. For the case of the fluc-

tuating linearized voltage from a sigle hot film a true mean square voltmeter

measures

L-'
2  4 f T/2 12ELi = -T/2 EL i2 dt

-T/2

where T is the time period over which the fluctuating signal is to be averaged

(typically I to 10 sec). In addition, the fluctuating signals from films A and

B can be added or subtracted using a "sum and difference" circuit and measured

using the "true mean square" voltmeter.

T/2

true mean square of SUM = 4f (E. + EL'B)
2  dt

-T/2

T/2

true mean square of DIFFERENCE f ±- (ELA -EL' 8 )2  dt
-T/2

Squaring, adding, subtracting, and averaging the terms of Eq. (9) for films

A and B yields the following set of linear simultaneous equations for the

unknown fluctuating velocities U', V', and U'V'.

(EL'A  + EL'. )2  (0 A + 09)2 U '2 + 2 (OA + O)(aAO A + aOB) UY + (aAaA+ a906)V

I.I(EL -ELB) O(A - 013)2 + 2 (Oa,-0.) (aAaA - as as) UV/-' + (aA - as.B1 V-

|EL " GAz 2 + 20aA 2 a A TV + aA GA2 -

E,.'2 a 2 u12 + 208 as ?7 + as2 as 2 0
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The quantities A2 ,ELB , (E1  ELB1 2 and (1 LA -t can all be

measured using true RMS voltmeters while the coefficients (OA, OB, aA, aB) are

all determined through probe calibration. Equation (10)constitutes an over-
determined set (4 equations, 3 unknowns) of simultaneous, linear equations.

A standard International Mathematical and Statistical Libraries, Inc. subroutine
(LLSQAR) was employed to determine the "least squares" best solution for the

unknowns for each set of data.

A block diagram of the various anemometers, signal processing circuits,
and voltmeters used to obtain these measurements is presented in Fig. 14. For
measurements of the U' and V' components (streamwise and vertical fluctuations)
the X film array was oriented in a plane parallel to the streamwise direction

and perpendicular to the horizontal test wall. For measurements of the U' and
W' components (streamwise and transverse fluctuations) the X film array was
oriented in a plane parallel to the streamwise direction and parallel to the

horizontal test wall.

1.2 Calibration of the Single Film and X Film Probes

Mean flow velocity sensitivity coefficients, ai (Eq. (4)), were determined
for all single film and X film probes using a DISA Model 55044/45 calibration

jet. For both the single film and right angle X film probes mean flow calibra-
tion data were obtained with the probe support axis perpendicular to the axis of

calibration jet. For the right angle (TSI Model 1243) X hot-film probes the

probe prong axis is then parallel to the jet axis. Mean flow calibration data
were obtained for all probes over a range of jet velocities from 0.i- Ujet/
Uetunnel Z 1.3. TSI Model 1052 4th order polynomial linearizers were employed

to transform the raw calibration data into the form of Eq. (4).

The angular sensitivity coefficients, a i (Eq. (8)), for the X film probes

were determined by measuring the voltage output of the linearized films while
pitching the probes relative to the calibration jet axis. Pitch data were

obtained over a range of -20 0 Z 0 < +200 in 100 increments. For purposes of
improved accuracy, for each calibratiov, pitched probe data were measured at

three jet speeds Ujet/Ue u = 0.85, 1.0, and 1.15. Figure 15a presents
sample data obtained from one ilm of a typical X film probe (probe code #E303).
Sensitivity coefficients aiwere determined graphically from plots such as
Fig. 15a and plotted in the form shown in Fig. 15b. For the probe support

oriented perpendicular to the jet flow direction (Onom = 0) a precise mean

value of the angular sensitivity coefficient can be determined from Fig. 15b.

1
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1.3 Length Scale and Spectral Distribution Data

The irregular and random motions inherent to turbulent flows are produced
by arrays of eddies with widely varying characteristic dimensions. Associated
with this range of eddy size, the fluctuating velocities in the turbulent flow
are distributed over a range of frequencies. As part of the present investiga-

tion the eddy-size/frequency-distribution properties of the Boundary Layer Wind
Tunnel freestream flows were studied in detail. The purposes for documenting
these turbulence properties were threefold: (1) the present turbulent flows can
be compared to similar "grid turbulence" flows documented by other researchers;

(2) the turbulence characteristics measured for the pxesent flows can be com-

pared with theoretical predictions for isotropic turbulence; and (3) provide
details of freestream turbulence are available for use in the analysis of the

boundary layer data.

For the present program, measurement of turbulent (eddy) length scales
was accomplished by generating autocorrelations of the signals from single-
sensor hot-film probes. For all these data the hot-film probes were powered by

a TSI Model 1050 Constant Temperature Anemometer, the output of which was

linearized using a TSI Model 1052 4th order polynomial linearizer. The auto-

correlations of the linearized hot-film signal were generated using a Saicor

Model SAI-42 Correlator and Probability Analyzer. A block diagram of the
instrument arrangement used to document these autocorrelations is presented in
Fig.16. The following paragraphs describe the methods used to analyze and

interpret these data.

1.3.1 Length scale distributions

A correlator unit such as the Saicor SAI 42 can be used to generate the

autocovariance of a fluctuating signal. For some input signal, E(t), the

autocovariance is defined as

RE(T) M E(t) x E(t+'r)

where r is a variable "delay" time and the product is averaged over time (t).
The autocovariance is usually written as a dimensionless quantity and is

referred to as the autocorrelation coefficient. For our case, with the signal

from the hot-film sensor, E(t) is proportional to U(t) the autocorrelation

coefficient of interest is

U(t) x U(txr)RU (T)=
U-2

17 ____
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A single time scale characteristic of the longest correlation distance in

the entire fluctuating turbulent field can be extracted from such autocorrela-

tion data. This time scale, the "Eulerian Longitudinal (streamwise) Integral

Time Scale" (Jux), is defined as

J rux r Ru(r) dT
TrO

The following sketch represents a typical freestream turbulence autocorrelation

coefficient plot such as those produced by the SAICOR Correlator/Plotter unit

used for these measurements (see Fig. 16 .

1,0

T -

Integration of such curves was accomplished using a planimeter with the

area (of unit length) being the longitudinal integral scale.

From Taylor's (see Hinze, Ref. 3) hypothesis, if U'/U<< 1 then the

turbulent eddies retain an approximately constant shape as they pass by the

fixed hot-film sensor. The autocorrelation then is approximately equal to a

space correlation with separation -Ut in the X direction.

(12)

R (X) = R (-TU)

Using Eqs.(11) and (12),a "ciiracteristic" length scale, the Longitudinal

(streamwise) Integral Scale (Af), can be determined for a given turbulent flow.

Af U x

1 3.2 Spectral distributions

The fluctuating velocities in a turbulent flow can be examined to determine

the distribution, as a function of frequency, of the various contributions to

the overall turbulence level. For the present program, these frequency related

data were obtained using a Spectral Dynamics Model SD 34"' MICRO FFT Analyzer

(see Fig. 16). A spectral analyzer, such as the SD 340, processes a signal

to determine the fluctuation level within particular intervals or bandwidths of

18
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frequency. The distribution of these narrow band fluctuation levels over a

.ide range of frequencies is referred to as the spectrum. The contribution of

the square of the fluctuation levels within particular unit bandwidths to the

overall fluctuation level squared is called the power spectral density. Knowing

the overall level, the spectral analyzer output can be used to construct a power

spectral density distribution (power spectrum).

Power spectral density distributions are usually presented in dimensionless

form with the Dimensionless Spectrum, UeU, (f)/(u 2 ) Af , as a function of the

Dimensionless Wavenumber, Af f/ue . In addition to previously defined symbols,

these expressions contain U'(f), the fluctuating velocity within a bandwidth of

1 Hz (U')/Hz), and the frequency f (Hz). The following sketch represents a

typical free-stream turbulence power spectral density distribution.

0 0 0 0

00

00uJ -

C_0 von KARMANCI

u
.  SPECTRUM

U) Z0
u~j 0

Z -
0 C

050

log Af f/Ue

DIMENSIONLESS WAVENUMBER

Included in the above sketch is the von Karman theoretical spectrum for one-

dimensional isotropic turbulence, the form of turbulence expected to result in

the tunnel freestream "far" from the turbulence generating grids. A presentation

of the analysis used to predict this spectrum can be found in Hinze (Ref. 3).

I
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2. Boundary Layer Data Analysis

Boundary layer 'low has been examined as extensively and thoroughly as any

subject in fluid mechanics. As a result of these investigations, both experimental
and analytical, there exists a wealth of information on the topic in the open
literature. As the subject area has developed and evolved a number of "standard"
or "traditional" methods have arisen for evaluating and examining mean, or time-
averaged, profile data. The following section consists of a brief summary of the
bases of these "standard" evaluation methods. An explanation of the mean profile

data analysis system employed in the present study is also provided. This data
analysis system provides an accurate and consistent method of inferring the wall
shearing stress from the mean velocity profiles and, also, by reducing the profiles

to "universal" velocity and temperature coordinates, allows the present results to
be compared with other data. Only those aspects of boundary layer flow directly
applicable to the present program are discussed within this section (specifically,
turbulent incompressible flat wall boundary layer flow). For additional informa-
tion, generally of a much broader scope, the reader is urged to consult the
articles which formed the bases of this summary (Clauser (Ref. 4), Coles (Refs. 5
and 6), Schubauer and Tchen (Ref. 7), Rotta (Ref. 8), Blom (Ref. 9), and Deissler

(Ref. 10)).

2.1 Background

Turbulent boundary layer flows are generally viewed as a composite of four

regions, each with its own distinct character. Starting aL the wall and moving
progressively outward, the first of these four regions consists of an extremely
thin layer in which the normal velocity gradients are very large and shearing
stresses result only from molecular viscosity ( °_uA- ). This extremely thin

region immediately Pdjacent to the wall is usually referred to as the viscous sub-
layer. Beyond the viscous sublayer is the second region, usually called the
buffer zone, in which turbulent (Reynolds) stresses produced by velocity fluctua-

tions in the flow provide an increasingly important contribution to the effective

total shear. The total shear stress relationship is commonly written as:

aut(.L + peru) (13)

where ris the total shear stress, M is the molecular viscosity, and em is the

coefficient of eddy diffusivity of momentum.
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At the outer edge of the buffer zone the molecular contribution to the total

effective shearing stress is negligible. Bradshaw (Ref. 11) presented a compari-

son of the relative contributions of the molecular and turbulent shearing stresses
within the buffer zone. McDonald (Ref. 12) gave a comprehensive analysis of the

buffer zone region, including the effects of streamwise pressure gradient. Above

the buffer zone in the largest of the three regions yet discussed, the molecular

shear stresses are negligible and the turbulent stresses dominate the total effec-

tive stress. This third region can be described using the so-called "law-of-the-
wall", to be discussed below. This region will be extensively examined with the

present data reduction system and will subsequently be referred to as the

"logarithmic law" portion of the boundary layer.

The fourth and last region of the turbulent boundary layer lies between the
"logarithmic law" portion and the edge of the shear layer (typically, 80% of the

overall shear layer thickness). Within this "outer" region the mean velocity

gradients gradually diminish until asymptotically approaching zero at the edge of

the shear layer. The turbulent shearing stresses also decrease across this outer
region but may persist for some small distance beyond the edge of the mean vyelocity

gradient.

2.2 Universal Velocity and Temperature Distributions

In the following sections "universal" mean velocity and temperature distribu-

tions laws will be presented. As previously discussed, these "universal" laws will
permit comparison of the present data with that obtained in numerous earlier studies.

2.2.1 Universal velocity distribution - viscous sublayer and buffer zone

In the viscous sublayer turbulent shearing stresses are negligible in Eq. (13)

and:

au (14)

Within the sublayer the shear stress is constant and equal to the wall value,
7 w. By integration and rearrangement of Eq. (14):

U = Y

or in dimensionless form

.9+. +
U=y
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where U anU+_ a- and y -p-.

1

U- r' =- w = the friction velocity

It has been experimentally established by numerous investigators that the
viscous sublayer extends from the wall to a dimensionless distance of approximately
y+ = 5. Figure 17 is a composite velocity distribution for the entire boundary

layer and includes the viscous sublayer for y+ -< 5.

The derivation of velocity distribution laws within the buffer zone is extremely

complex and will not be given here. A summary and comparison of many of the buffer
zone velocity distribution laws available in the open literature is presented in
Ref. 9. For the present program buffer zone velocity data will be compared with

the velocity distribution proposed by Burton (Ref. 13). This formulation fulfills
all known boundary conditions for the buffer zone, matches all available data well,
and blends asymptotically with the well known "law-of-the-wall" (see following

section). Burton's proposed buffer zone distribution law is given as follows:

+ + U+ ) 7(15)

This distribution law will be employed in the region from y +5 to the outer

edge of the buffer zone which is commonly observed to end at approximately y+ = 30
(see Fig. 17).

2.2.2 Universal velocity distribution - logarithmic-law region

Prandtl introduced the argument that for a region extending for some unknwon

distance from the wall the velocity distribution is a function of the wall shear

stress, the distance from the wall and the fluid density and viscosity.

U f (TW, Y,g, P)

or in dimensionless form

UL f where Ur (16)
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For that portion of the shear layer in which the viscous forces are relatively
small, von Karman suggested the concept of the velocity defect law. He showed that
within this region the reduction in velQcity below the freestream value (U-Ue) is
a function only of the wall shear, the distance from the wall, and the overall
thickness of the boundary layer

UO- U f f(y, U",

or in dimensionless form

U* Yt(-- (17)
Ur

Clauser (Ref. 4) has demonstrated the universal validity of Eq. (17) for
constant pressure boundary layers using data obtained for various Reynolds numbers
and wall roughnesses.

It has been experimentally demonstrated by numerous investigators that for a
significant fraction of the overall shear layer thickness both Eq. (16) and Eq.
(17) are valid. Millikan (Ref. 14) was the first to show that if these functions
have a region of overlapping validity then the functions f, and f2 must be
logarithms. This can be seen by writing the functions in the following form

(18)U f

-V-(Y) f(19)
u-r 2~ G8U UT

The functions fl and f2 must be logarithms since a comparison of Eqs. (16) and
(17) shows that the effect of multiplying factor ,T ) inside the function of fl
must be equivalent to the additive term Ue/U outside the function f2. This
observation has led to the expression commonly referred to as the "law-of-the-wall".

U Ifn YUr (20)

UT K v

where K and C are constants to be experimentally determined.

Taking an alternate approach Prandtl formulated the "law-of-the-wall" employingIthe following assumptions. If the turbulent mixing length near the wall is assumed
to be proportional to the distance from the wall, V=ky, and Prandtl's mixing length
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hypothesis, for the purely turbulent shearing stress, ,,P2 2 2(A

is utilized. \ayi

Then

T K y y) /21)

(assuming that for this region eddy viscosity > molecular viscosity then r, T).

Assuming further that shear stress is constant in this region and equal to the wall

shear r= T. and integrating

P=r Rn~y + C

The constant of integration is determined from the condition that the turbulent
velocity distribution must merge with the viscous sublayer velocity distribution

near the wall. For details see Schlichting (Ref. 15). Upon rearrangement this

yields

Ur K n -+

which is identical to Eq. (20).

It has been experimentally established that the logarithmic "law-of-the-wall"

applies, for flows with mild adverse, zero, and mild favorable streamwise pressure

gradients, from 30< -u-r -100 to 800 with the upper limit dependent upon the mag-

nitude and sign of the streamwise pressure gradient (see Fig. 17).

2.2.3 Universal velocity distribution - wake region

As previously discussed, beyond the logarithmic law region of the boundary

layer the effects of both molecular and eddy viscosity become decreasingly impor- -
tant. This outermost section of the boundary layer is commonly referred to as the

wake region because of its jet-like or wake-like shape (see Coles, Ref. 16). Coles
(Ref. 6) has extensively examined wake region flow and has developed a comprehen-

sive wall-wake analysis. In Coles' approach, the outer wake region flow is viewed

as a deviation from the "law-of-the-wall" and the entire mean velocity profile from

y+ 30 to the edge of the shear layer is described by the composite equation 3
L YUT ~ 2rl . 2(Mr (22)
Q n +C +- sin

Ii
where the wake strength, f1, is a measure of the maximum deviation of the dimension-

less velocity from the "law-of-the-wall". I

I
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A composite velocity distribution can now be constructed for all four regions
of the turbulent boundary layer (see Fig. 17). This universal distribution spans
the entire shear layer, from the wall to the free stream.

2.2.4 Universal temperature distribution

To this point the development of the universal velocity distribution equations
has been concerned with only constant property, isothermal flows. For flows with
wall heat transfer a similar set of equations for a universal temperature distribu-
tion can be developed and employed for two purposes. First, as with the universal
velocity distribution laws, they provide a method for comparing mean temperature
profile data from the present program with the data from many other earlier studies.
Second, the "temperature-law-of-the-wall" can be employed to infer an average value
of the turbulent Prandtl number (Prt) for the boundary layer.

For turbulent flow the total effective shear and heat flux are the sum of the

molecular and turbulent eddy contributions.

au
q + + PC at

q~ ~~ + C1 h) a -Y

where Em and th are the coefficients of eddy diffusivity of momentum and heat,
respectively.

Written in dimensionless form these equations become
T ( Pm er aU+

r + P -7) .IJ (23)

and

q + PCh )at+ (24)
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where t+= (tw-t) P.Cp rVT;I-P tw-t
qw tr

q

tT-  wCpUr

and Prz k- = the molecular Prandtl number. For near constant properties

(i.e., kzkW, p"PW,CPS CP , Eqs. (23) and (24) can be written as

r IEi a U 0 (25)

where t-,e .,= = the effective or total viscosity and

( +, hea: t + (26)

where ,e (i - the effective or total thermal diffusivity. If the

effective Prandtl number is defined as Pre "t then Eq. (26) can be written as:
*he

q =m. _ I at+  (27)

qw ' Pro ay-

In Eq. (27) the heat flux is written in terms of the eddy diffusivity of momentum.

Equation (22) can be combined with Eq. (20) to yield

Twq au+  a tt (28)

T q. Pr, T--F *y

If it is assumed that for at least some distance from the wall the shear stress

and heat flux are constant and equal to the value near the wall, '-4 -.

then Eq. (28) can be written as

f Pr du+ (29)

26 1
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Equation (29) is an important result, indicating that if Pre(&) can be obtained
then the temperature distribution can be determined. This functional relationship

will be developed below. From the definition of the effective Prandtl number and

the turbulent Prandtl number ( Prt=-- )

Pr= em e = I +--e- (30)
'Ehe +~---

Using Eqs. (30) and (25) and the assumption that r. ,; r

rU*+ 
-  

(31)

Pr,= IOLY+

Pr Prt

Thus an approximation to the functional relationship Pre(U+) has been established.
Equation (31) can now be substituted into Eq. (29) to yield an expression for the
temperature distribution in terms of the molecular and turbulent Prandtl numbers,
and the dimensionless velocity and distance from the wall, or:

, += P, , Y+, +()
At this point the temperature distribution can be determined for certain portions
of the boundary layer. The first solution will be for the temperature distribution
in the viscous sublayer (y+-5). For this region y Y so Eq. (31) yields Pre = Pr.

Substituting into Eq. (29) and integrating:

t+= oUPrdu+

0 (32)

t+ = Pr U+

Equation (32) then gives the temperature distribution within the viscous sublayer.

The second region of the boundary layer for which a temperature distribution
can be determined is that portion for which the velocity "law-of-the-wall" applies.
The "temperature law-of-the-wall" begins at approximately y+ = 30 and extends for

some distance dependent upon the particular flow.

27
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The first step required is to integrate Eq. (29) across the boundary layer to
some height A

+ + + (33)

+ U U + UA Pr)d 4
t,, f ' Pr. dLJ'f Pr, d U + j(Pr. r* dU

0 0 0

Equation (33) will be solved by assuming that Prt is a constant across the
entiie boundary layer.

t+ Pr+U
t( aI + Ps)

where 1U4 . pr-~ Idu +
P 0 ",, (34)

Equation (30) can be combined with Eq. (34) to eliminate Pre and yield

1) I + ±r nf) dU4.  (35)

In order to evaluate Eq. (35) for Ps all that is required is a model for the

distribution of Emy+)/v . Using Eq. (35) expressions for Ps have been determined

for various universal velocity distributions.

A. von Karman (Ref. 17)

SPrt Prt,: Qn(,. Prt+ - 2-.52n 30-5.5 (36)

B. Spaulding (Ref. 18)

r/ Pr \3/4p _-, .4 [ -, (3 7 )
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C. Jayatilleke (Ref. 19) has compiled an extensive review of proposed
distributions of (,, (Yt/ and he gives

= r [ 3/4 _ 1 1 + 0.28 exp -0.007 .E (38)P -r t prt Pri

with A1 - 8.22 for Prt = 0.9 and Al - 9.00 for Prt = 1.00. Equations (36), (37),
and (38) give nearly identical results. Fo: example, for Pr = 0.71 and Prt = 0.9
for Eq. (36) Ps = -2.07, for Eq. (37) Ps = -2.18, and for Fq. (38) Ps = -1.926.

With Ps determined the universal temperature distribution in the logarithmic

region can be evaluated from Eqs. (20) and (34)

t~ Pr,(I Qfl y+ C+ P5  (39)

For a constant turbulent Prandtl number, Prt, Eq. (39) gives the boundary layer
temperature distribution from y+ 30 to some value of y+ dependent on the particular
flow. Equation (39) can be employed, then, to infer an average boundary layer turbu-
lent Prandtl number from that portion which has a constant slope when plotted in t+

vs. ln y+ coordinates.

2.2.5 Property variations

In the preceding sections only cases with approximately constant fluid
properties have been considered. Deissler (Ref. 10), using the vor Karman
similarity principal and the assumption that the eddy diffusivities of momentum
and heat are equal, has developed the following variable property expressions

for y+ and t+.

2 
+

t U -8 + A

j where A = U+ at y+ = 26

B = t+ at y+ = 26

and _ _ _ww_
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For the profile data to be obtained in the present program, 3 0.002 and
Eq. (40) agrees within 1% with Eq. (20) for le = 0.41 and C = 5.0. Because of the

near identity between the constant property and variable property solutions to the
universal velocity distributions the much simpler constant property approximation
will be employed for this program.

2.2.6 Summary

As previously stated, the analytical relationships documented above provide
the basis for the boundary layer data reduction system presented in the following
paragraphs. Based on these analytical relationships, the data analysis system

serves two purposes: (1) it provides an accurate and consistent method for

inferring wall-shearing stresses from the mean profile; and (2) by reducing the
profiles to "universal" velocity and temperature coordinates, it allows the present
results to be compared with other data.

2.2.7 Boundary layer data reduction system

A computer program has been written which reduces, plots, and tabulates the

vklroity and temperature boundary layer profile data obtained by the LTRC Boundary
Liv. r W,'ind Tunnel Data Acquisition System. Following is a brief description of

i i redu-t ion program.

(a) M-an velocities (U) are measured with miniature flattened pitot probes.

,,.s velocities are corrected for probe Reynolds number and wall blockage effects

1 -i:i. the results of Refs. 20, 21, and 22. Except for those measurements extremely
1".... to the wall (y - 0.010 in.) the corrections were less than 1% of the measured

v, ,itv. The maximum velocity correction (5%) resulted for the case of the probe

t thin g the wall.

(h) Friction velocities (UT) for each profile are determined by a least squares

i: o! the. velocity profile data from 50-<y+- 500 to the "law-of-the-wall"
!'it 20).

u = I YUr.~ = Qn + C (4,1)

where or= 0.41
C= 5.0

as recommended by Coles (Ref. 5).
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Using this value of U7 the velocity and temperature data are plotted in
universal coordinates u U and . VS. Y+ u . The velocity
profile data are compared with Eq. (41) and che temperature data with Eq. (42).

t + Prt(.LQn ++C+P,) (42)

where Prt = 0.9

K = 0.41
C -5.0
Ps = -2.0

(c) The following integral properties are determined

8
Mi displacement thickness e-f I -ePU ) ye

0 Pe Ue d

(ii) momentum thickness e= (IP Ue

(iii) energy-dissipation thickness f ±_I8 U /0 Pe Ue ( Ue 2

(iv) enthalpy thickness St PU (TLrdy
o p Us T

(v) kinematic displacement thickness BK= f (I - U..) dy

(vi) kinematic momentum thickness 8K ( .( - dy

(vii) Clauser delta AfB Ue-U d

(viii) Clauser shape parameter G f (UeU-- dy
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Measurement of velocity profile data very close (y+-- 30) to a wall is

di Iiuilt because of the extremely large local velocity gradients and the finite
probe tip size. For the velocity profiles measured in this program a flattened
impact probe with a probe tip height of approximately 0.007 in. (see instrumen-

tation section) is employed. This tip height corresponds toA y+ -10 for most of
the profiles (depending on the individual profile UT). Because the true distance
from the wall to the effective center of the probe tip is uncertain (uncertainty

of approximatelv ±0.001 in.) the recommendation of Coles (Ref. 16) has been

toilowed and the integral Chicknesses are evaluated using standard sublayer

functions very close to the wall. For values of y+ -35 (approximately three probe

tip heights) the integral thicknesses are evaluated using the standard velocity
sublaver and buffer zone function (Eq. (15)) of Burton (Ref. 13).

YU

The thermocouple boundary layer probes, as described in the instrumentation
section, are constructed with 0.001-in.-dia sensing elements. Because of this

design, accurate temperature data can be obtained very close to the wall (for some
profiles even within the viscous sublayer). For this reason it has been possible

to use measured temperature data for evaluation of the integral thicknesses from

v+ = 5 to the edge of the boundary layer. For y+ - 5 (viscous sublayer) the
integral thicknesses are evaluated using Eq. (32).

t =Pr U

(d) The profile "wake strength" (rl) is determined from an iterative solution

of two "local friction law" formulations from Coles (Ref. 16)

(ij Ue  I +Ur + 211
U T  K V K

BUT

Since the term can be eliminated from Eqs. (i) and (ii) all that is
required to solve for nl are values of Ue, U7 , and 6*
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The wake component

W AL ("• -L n Y+ +C (43)

is plotted vs. and compared to Coles (Ref. 16) zero pressure gradient wake

function

W =2 sin2 Y.-.)(4

(e) Defect velocities are calculated using the value of UT determined in

(b).

Velocity defect = UUe
UT

The velocity defect distribution is plotted vs. i and compared with inner and
6

outer region defect correlations.

(i) In the inner region ( <0.2) with the correlation of Schubauer and

Tchen (Ref. 7)

(ii) in the outer region ( -0.2) with the correlation of Hama

(Ref. 23)

-9.6 - 2 (46)

Ur8)

(f) The following is a list of all plots constructed, including those

discussed in parts (b), (d), and (e):

i) U vs
Ue  6

i Tw-T Y
___)__ vs -

Tw-Te 6

iii) U + vs Y+ (see b)

iv) T+ vs Y+ (see b)
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V) U Ue Y
vs v)(see d)

U
I

vi) W vs Y (see e)

g) The following boundary layer values are tabulated

y U Tw-T U-Ue + +, +
Y, , ,T U

Ue "' Tw- 'e  U-r

2.2.8 Sample reduced boundary layer profile data

Typical mean velocity and temperature boundary layer profile data obtained

in the UTRC Boundary Layer Wind Tunnel with the test section adjusted for zero

pressure gradient flow are presented in Figs. 18A, 18B and 19. Following are

test conditions for which the data were obtained and the various computed boundary

layer integral properties.

distance from leading edge - 36.4 in.
free stream density - 0.0720 lbm/ft3

free-stream temperature - 85.00 F

wall temperature - 106.70 F
free-stream velocity - 101.1 fps

convective wall heat flux - 0.0749 Btu/sec-ft2

unheated length upstream of heat flux - 1.7 in.
boundary layer trip location - 1.5 in.

Measured and Calculated Boundary Layer Values

Rex  - 1.791 x 10b

a - 0.0b89 in.

6* - 0.0997 in.
6** - 0.12t3 in.

6h  - ".00271 in.

Re, - )6

Ke6* - 4901
- 1.446

- 1.760

Cf - 0.003080
fl - 0.559
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WIND TUNNEL FLOW QUALITY EVALUATION TESTS

1. Total Pressure Uniformity Surveys

Surveys of the total pressure distribution in the tunnel test section core

flow were obtained for all 5 tunnel turbulence configurations using a traversing
impact probe. These distributions were measured at both the tunnel contraction

exit plane (12 in. upstream of the test wall leading edge) and near the test
section exit plane (88 in. downstream of the test wall leading edge). Total

pressure measurements were obtained over each survey plane at 1 in. intervals

(vertical and horizontal). At the tunnel contraction exit (upstream survey loca-

tion) this resulted in a 300 point, 1 in. x 1 in., matrix of measurements for each

turbulence configuration. At the test section exit plane the extent of tunnel

core flow is reduced by boundary layer growth along the test section walls. The
thickness of the boundary layers at the exit plane is a function of the free-

stream turbulence level and depending upon which grid was installed the 1 in. x

I in. measurement matrix resulted in from a 75 to 125 point array. In Figs. 20

through 24 local total pressure measurements are presented in the form of the
nonuniformity parameter PT-PT/q for all 5 tunnel turbulence configurations.

Checks made on the repeatability of these total pressure measurements indicated
that multiple sets of measurements at identical locations were highly consistent

and reproducable. Fxamination of Figs. 20 through 24 reveals that there are no

large scale (of the order of the test section dimensions) "cells" of high or low

total pressure for any of the turbulence configurations.

The ranges (maximum to minimum) of total pressure measured within the tunnel
test section core flow for the 5 turbulence configurations are presented as
PtMAX-PtHIN/2q (tiEPt/q) in Fig. 25. The data presented in Fig. 25 represents

a conservative measure of test section total pressure nonuniformity in that all

the boundary layer profile data measured for this program were obtained within

the center 12 in. of the tunnel span. If pressures measured within the center
12 inches of the tunnel span only were included in Fig. 25 the indicated non-

uniformities would be reduced by approximately 1/3. An examination of Fig. 25
reveals that for all 5 configurations core flow mixing results in decreasing

total pressure nonuniformity with increasing distance from the grids. In addi-

tion, for all configurations and measurement planes, except grid No. 2 - downstream,

core flow nonuniformities increase directly with increased grid coarseness. This

almost certainly results from the fact that the wakes generated by the individual

bars of particaular grid configurations are approximately the width of the grid

bars themselves, b (see Fig. 3). At a fixed distance from the grid location

larger bars would be expected to have stronger residual wakes than smaller bars.

For grid No. 2 the nonuniformities measured at the downstream plane were found to

be extremely low, lower than for any other case including the "no grid" configura-

tion.I
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Assuming that the static pressure across the measurement planes is uniform,

the above total pressure measurements indicate that the following maximum non-

uniformities in core flow velocity were associated with the various grids:

% NONUNIFORMIT IES AT THE TEST WALL LEADING EDGE

Grid PT - PTMIN :+U

Number (%) p (%)
2q

no grid 0.5 0.25

1 1.0 0.5

2 1.0 0.5

3 3.4 1.7

4 4.0 2.0

The conclusion reached from Figs. 20 through 25 is that, on the scale of the

tunnel test section, the flow through the various grid configurations is extremely

uniform. The turbulence grids appear to have been fabricated precisely (even

bar spacing) and to produce uniform flow resistance over their surfaces.
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2. Flat Wall Heat Transfer Distributions (Evaluation Tests)

Stanton number distributions measured on the Uniform Heat Flux Wall for

constant nominal free-stream velocities of 40 and 100 fps are presented in Fig. 26.

Examination of Fig. 26 reveals that for the nominally 100 fps test case the

measured heat transfer distribution, upstream of boundary layer transition

(Rex < 1.2 x 106, x < 23 in.), agrees very well with the analytical solution of
Ref. 34 (Equation 47 below) for zero pressure gradient, laminar boundary layer flow

with a uniform convective heat flux wall and an unheated starting length .

For this test plate = 1.69 in.

St Pr 2/3 = 0.453 Rex - 1/2 - (X)3/4]-1/3 (47)

For the 40 fps test case the measured heat transfer distribution agreed with

Eqn. 38 within approximately 5 percent from the beginning of wall heating

( x = = 1.69 in) to Rex ; 5 x 105 (x = 25 in.). Between Rex - 5 x 105

and Rex - 1.1 x 106 (where the test boundary layer underwent transition),

the measured heat transfer was up to 10 percent less than was calculated by the

uniform heat flux prediction of Equation 47. This deviation from Equation 47

is a result of significant surface radiation heat losses present for the 40 fps

test case. Unlike the example of high speed turbulent boundary layer flow

cited earlier, for the case of low speed laminar boundary layer flow the

convective coefficient drops to extremely low values and surface radiation

losses become large. For the 40 fps test case at Rex = I x 106 nearly 50

percent of the power being generated on the test surface was lost through

thermal radiation. Because of these relatively large test wall radiation

losses in the 40 fps test case, the convective heat flux progressively and

significantly decreases with increasing x. As a result of these radiation

losses, the uniform convective heat flux solution (Eqn. 47) is inappropriate

for the 40 fps test case. A prediction of the Stanton-number distribution for

the 40 fps test case was computed using the UTRC Finite-Difference Boundary

Layer Computation code. The code was used to predict a laminar boundary layer

flow with the convective wall heat flux distribution present for the actual

experimental test case. A comparison of this prediction, also shown in Fig.

26, and the measured distribution shows excellent agreement.

Downstream of Rex - 1.2 x 106 the test wall boundary layers passed

through transition for both the 40 and 100 fps cases. From Rex ; 1.8 x 106 to

the downstream end of the plate the measured heat transfer data agreed within

u approximately ±3 percent with the fully turbulent correlation of Ref. 24.

St Pr 0 4 = 0.0307 Rex - 02 (Tw/Te) 0 . 4  (48)

The conclusion reached from Fig. 26 is that there is excellent agreement,

even at very low freestream velocities, between low freestream turbulent heat

transfer data measured in this facility and the appropriate analytical predic-

tions or established data correlations.
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3. Laminar Boundary Layer F-ofiles (Evaluation Tests)

Mean velocity and temperature profile data were measured in the laminar
flow upstream of boundary layer transition for the 100 fps test case of the
preceding section. Profile data were obtained at three transverse positions at
equal distance from the plate leading edge. These profiles, presented in Fig. 27,
were obtained on the tunnel centerline and at stations 6 in to the east and west
of the tunnel centerline at x = 12 in, Rex = 0.63 x 106. The measured velocity
and temperature profile data agree extremely well with the laminar boundary
layer profile solutions of Blasius (velocity, Ref. 15) and Levy (temperature,
Ref. 25) and show negligible transverse variations. The conclusion reached from
Fig. 27 is that these profile data are consistant with the wall heat transfer
data of the preceding section. Both the heat transfer and profile data indicate
that the test boundary layer was highly two-dimensional at that at X = 12 in it
was still laminar.
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EXPERIMENTAL RESULTS

1. Free-Stream Turbulence Distribution in the Wind Tunnel Test Section

1.1 Free-Stream Turbulence Intensity Distribution

As previously described, turbulence intensity measurements were obtained
with X film probes and an associated anemometry system. The U' (streamwise) and
V' (vertical) components of the turbulence were measured with the X film array
oriented in a plane parallel to the streamwise direction and perpendicular to
the horizontal test wall. For measurements of the U' (streamwise) and W'
(transverse) components the X film array was oriented in a plane parallel to
the streamwise direction and parallel to the horizontal test wall. Turbulence
distributions were obtained for all five tunnel turbulence configurations:
(1) no turbulence grid installed (minimum turbulence level); (2)-(5) with
grid Nos. 1 through 4 installed at the contraction exit. Surveys of the turbu-
lence distributions were obtained over six planes located at the following
streamwise distances from the test wall leading edge: X = -12 (the plane of
the contraction exit), 4, 16, 40, 64, and 88 inches. For each survey plane
data were obtained at 2 in. vertical intervals for the following three trans-
verse locations: Z = CL and ±6 in. At the contraction exit (X = -12 in.)
where the sidewall boundary layers were still very thin these spacings resulted
in a 12 point matrix of measurements for each turbulence configuration. At
survey planes further downstream tht extent of the freestream flow was reduced
by boundary layer growth along the test section walls and the number of measure-

ment locations was restricted accordingly. For most of the strea iise location/
turbulence grid combinations, turbulence measurements were obtained at six
locations.

The multi-component (U', V', and W') turbulence intensity distributions for
the various grids are presented in Figs.28 through 32. A composite plot showing
the total turbulence intensity distributions for all five turbulence configura-
tions is presented in Fig. 33. Prior to examining the results measured for the
individual configurations, the following details common to Figs. 28 through 33
should be noted: (1) the U' (streamwise) turbulence levels plotted in these
figures are the average of the U' values determined with the X probe oriented
in the vertical and horizontal directions; and (2) for all three components (U',
V', and W') of turbulence the levels plotted are the average of all values
measured at that data plane. For cases when all the turbulence levels over the

data plane did not fall .thin the plotting symbol uncertainty bars indicate
* the range of the measured results.

Figure 28 presents the turbulence intensity distributions measured with no
turbulence generating grid installed. For this turbulence configuration a wire
damping screen (0.007 in. wire, 24 mesh) was located at the plenum exit/contrac-
tion entrance. As can be seeii from an examination of this figure, the turbulence
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levels in the tunnel test section were < %. For applications related to internal
flows and turbomachinery, k% turbulence is extremely low. Turbulent boundary
layer heat transfer and profile data obtained for this "no grid" configuration
can be considered as having negligible effects from the free-stream turbulence.
Figure 28 indicates, as would be expected far downstream of a fine screen such
as this, that all three components decay only slightly over the entire length
of the test secc:ion. Also shown is that for the entire test section the stream-
wise component of turbulence was approximately 50% larger than both the trans-
verse and vertical components. The relationship between the various turbulence
components for this minimum turbulence configuration is believed to be the result
of combined and interacting effects of the turbulence control devices in the
plenum and the main tunnel contraction.

The turbulence intensity distributions measured in the tunnel test section
with grids 1 through 4 installed are presented in Figs. 29 through 32. For all
four grid configurations the relationship between the magnitudes of the three
turbulence components in the test section was V'> W'> U' with the difference
between the various components decreasing with increasing distance from the grids.
For grid Nos. 3 and 4 (Figs. 31 and 32) the turbulence was nearly isotropic
(U' = V' = W') for X >40 in. The anisotropy of the turbulence in the tunnel
test section results from combined effects of flow through coarse grids and the
influence on the grid turbulence of the main tunnel contraction. As shown by
Comte-Bellot and Corrsin (Ref.26), lattice-type turbulence generating grids such
as those used for the present study produce turbulence with V' =.W' and U'= 5/4
of the other components. For the present test facility (see Fig. 1) the main
tunnel nozzle is located just downstream of the turbulence generating grids.
Prandtl (Ref. 27) has provided a well known semiquantitative theory for predic-
ting the influence of a contraction on the various components of turbulence.
Prandtl's theory has been verified as being at least qualitatively correct by a
large number of experiments (e.g., Uberoi, Ref.28). Applying Prandtl's arguments
to the present contraction shape, it would be expec I that in passing through
the nozzle U' would decrease (z 1/contraction ratio) and V' and W' would
increase (less than the decrease in U'). Because the contraction is two-dimen-
sional (no contraction in the W' direction), the increase of the W' component
shauld be less than the increase of the V' component. The measured turbulence
intensity levels for the various componrnts are arranged as expected (V'>W'>
U'). The streamwise component (U') which should have had a slightly greater
intensity than the other components at the grid location was significantly
reduced as the flow passed through the contraction. The vertical and trans-
verse (V' and W') components should have been approximately equal at the grid
location and as the flow passed through the contraction the V' component was
increased and the W' component was slightly increased.

For all locations with grid Nos. 1 and 2 and for the far downstream
locations for grid Nos. 3 and 4 the turbulence data over the various survey
planes were extremely uniform with all data falling within the plotting symbols.
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The largest nonuniformities in measured turbulence resulted for X 20 for grid
No. 3 and for XZ 40 for grid No. 4. These regions are within 10 grid mesh
spacings (M) from the respective grid locations. This result is in agreement

with Ref. I which indicates that a distance of approximately 5 to 10 mesh
lengths downstream of a grid are required to establish uniform flow. It should

be noted here that the specific reason for locating the turbulence grids at
the contraction entrance instead of at the test section entrance was to minimize
turbulence nonuniformities in the test section. If the turbulence grid station
had been located at che test section entrance, most of the test section would
have fallen within the 5 to 10 mesh length flow establishment region and the

test section turbulence would have been much less uniform.

Total turbulence distributions for the various grid configurations.were

calculated from the multi-component turbulence data and are presented in Fig.
33. The nonuniformity of the turbulence very near grid Nos. 3 and 4 is again
evident. Figure 33 shows that the downstream decay rate of the turbulence

decreased progressively with increasing distance from the grids. A quantita-
tive comparison can be made between the present results and those of Baines and

Peterson (Ref. 1) in which the decay of turbulence downstream of bar lattices

was documented. Although the grid configurations of Baines and Peterson were

very similar to those employed for the present study, there was one important
difference in the experimental arrangement. Baines and Peterson employed a
constant velocity section downstream of the turbulence grids while the present
study includes the additional complexity of the tunnel contraction.

Two different methods (see Fig. 34) have been used to relate the present

results to those of Ref. 1. In Fig. 34a the present turbulence intensity mea-
surements are plotted as a function of dimensionless distance from the grid
location (XG/bar width). In this form the present data are seen to have a
lower intensity than the data of Baines and Peterson when compared at similar

locations. The turbulence decay rate, however, is identical. In this format
* the reduction of the turbulence level for similar distances from the grids is

interpreted to be the overall effect of the contraction on the total turbulence

intensity. In Fig. 34b the test section turbulence data are compared to the
results of Baines and Peterson on the basis of "equivalent" turbulence decay

time. The time required for the flow to pass from the grid location to the

test section entrance was calculated from the known nozzle velocity distribu-

-tion. If the flow is considered to have been at the test section velocity at

all stations, this total flow time corresponds to a new longer "effective" dis-

tance from the grid to the measurement stations. For the present nozzle con-

figuration this "effective" distance is X'G = X + 40. Figure 34b shows that
by plotting the present results as a function of distance from this "effective"

grid location both the absolute turbulence intensity levels and the turbulence

decay rate agree with the results of Ref. i. The two different interpretations

of the turbulence distributions presented in Figs. 34a and 34b are both

physically reasonable. These comparisons between the data of the present study

and those of Baines and Paterson indicate that there was excellent agreement

between the results of the two studies.
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In summary, the conclusions reached from the free-stream turbulence

intensity distribution measurements are:

(I) The relationship between the three components of the free-stream
turbulence measured in the test section for all four turbulence grids was

V'> W'> U This anisotropy resulted from the turbulence generating grids and
the specific shape of the main tunnel contraction nozzle and can be predicted
usitig the theory of Ref. 27.

(2) The turbulence intensity measurements were very uniform over all

transverse survey planes for grid Nos. 1 and 2 and for the downstream survey
planes for grid Nos. 3 and 4. At the near-grid survey planes (less than 10
grid mesh lengths) for grid Nos. 3 and 4 some slight nonuniformities were
detected.

(3) The turbulence intensity levels and decay rates measured for the

various grids and survey locations are in excellent agreement with the results

reported in Ref. 1.

1.2 Free-Stream Turbulence Length Scale Distributions

Measurements of the longitudinal integral scale of the free-stream

turbulence downstream of the various turbulence grids were obtained using
single sensor hot film probes and the previously described anemometer system.
Integral scale measurements were obtained for the four grid configurations

over the same survey plane locations as described in the previous section
(Turbulence Intensity Distributions). Integral length scale growth is usually
assumed to obey a power law of the form Af = A i (XA)m where XA is the dis-
tance from the apparent origin of the growth and Ai is a constant related to
the scale of the turbulence source. A best power law fit was determined for

the present data by constructing logarithmic plots with a series of assumed
apparent origins and selecting the one which produced the longest straight line
fits. A single apparent origin (30 in. upstream of the test wall leading edge)

common to all four turbulence grids was selected. The integral scale measure-

ments plotted as a function of distance from their apparent origin are presented
in Fig. 35. For this figure the symbols are plotted at the average of the
integral scale measurements obtained at each survey plane. The vertical bars
indicate the range of the individual measured values. The power law exponent

(M = 0.34) determined from these logarithmic plots is in excellent agreement
with the values determined by Comte-Bellot and Corrsin in Ref. 26. The integral
scale data are also presented in a composite linear plot in Fig. 36. The

graphically determined growth power laws determined in Fig. 35 are included in
this figure. Figure 36 clearly shows that the uncertainty in the measured data
increased with increasing grid bar size. The conclusion reached from Figs. 35
and 36 is that the streamwise growth of the integral scales was in excellent

agreement with the growth rate determined for a similar flow In Ref. 26.
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1.3 Free-Stream Power Spectral Density Distributions

Spectral distribution data were obtained along the tunnel centerline at

tunnel mid-height for the following streamwise locations: X = -12, 4, 16, 40,
64, and 88 in. These data were obtained using a single sensor hot-film probe

and the previously described anemometer/spectrum analyzer system. Figures 37

through 40 present these measured spectral distribution data for grid Nos. I

through 4, respectively. For all four grids the measured data were in
excellent agreement with the von Karman one-dimensional spectrum (Ref. 3). This

result indicates that the test section turbulence has the classic characteris-
tics of grid generated turbulence. Note that there were no significant spikes

of higher or lower contributions to the overall turbulence level from discreet

or narrow frequency bands. An examination of Figs. 37 through 40 reveals that

the data scatter was considerably more severe for the fine grids than for the
more coarse grids, a result attributed to measurement accuracy effects. The
absolute level of the electronic signals associated with the narrow band width

measurements for the low turbulence configurations was much reduced from those

measured for higher turbulence cases and could not be measured as precisely.
The conclusion reached from the Power Spectral Density Distribution Data is

that the free-stream turbulence in the tunnel test section is behaving as

classic grid-generated turbulence.
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2. Heat Transfer and Boundary Layer Profile Measurements

Surface heat transfer data and boundary layer mean velocity and temperature

profile data were obtained for five test cases. For all five test cases there

was a constant free-stream velocity of nominally 100 fps and natural transition

of the test wall boundary layer. The five test cases were as follows:

1. low free-stream turbulence ( 1/4 percent - no grid installed)

2. turbulence generating grid No. 1 (3/16 in bars)

3. turbulence generating grid No. 2 (1/2 in bars)

4. turbulence generating grid No. 3 (1 in bars)

5. turbulence generating grid No. 4 (2 in bars)

2.1 Flow Condition 1 - Low Free-Stream Turbulence

The data obtained for flow condition 1 can be compared directly to correlations

available in the open literature. In Fig. 41a the measured Stanton number distrib-

ution data, which were previously presented as part of Fig. 26, are compared with

well established laminar and fully turbulent correlations. Upstream of boundary

layer transition (Rex<l.2 x 106 ,x < 23 in.), these data agree very well with the
analytical solution of Ref. 24 for zero pressure gradient, laminar boundary layer

flow with a uniform convecting heat flux wall and an unheated starting length.

Downstream of Rex  l.2 x 106 the boundary layer passed through transition. The

data presented in Fig. 41a were obtained along the tunnel centerline. Stanton

numbers measured at locations off the tunnel centerline indicated that for this low

free-stream turbulence case the transition process was dominated by the tunnel

sidewall and corner flows. Premature transition began at both test wall edges and

progressively encroached on the centerline flow. From Rex : 1.8 x 106 to the

downstream end of the plate the measured heat transfer data agreed within ± 2
percent with the fully turbulent correlation of Ref. 24. In Fig. 41b skin friction

coefficient measurements inferred from the mean velocity profile data are compared

to the well known incompressible turbulent boundary layer skin friction law

formulations of Coles (Ref. 5) and Rotta (Ref. 8). These correlations, which

apply for isothermal incompressible turbulent boundary layer flow have been

corrected for density variations due to wall heating using Coles' "law of correspond-
ing stations" (Ref. 5). As can be seen from Fig. 41b the measured skin friction

coefficients are bracketed by the two correlations.
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Fig. 42a presents accuracy and consistency checks calculated for the measured
profile data. The momentum balance of Fig. 42a consists of a ratio of the experi-
mentally measured terms of the two-dimensional von Karman Momentum Integral equation.
Coles (Ref. 5), in a comprehensive turbulent boundary layer survey article,

selected 10 studies as having produced the "'best" available two dimensional profile

results. A direct comparison can be made between the momentum balance results of
Fig. 42a and the results from these "best available" profiles presented by Coles

in Fig. 12 of Appendix A in Ref. 5. For the comparable Reynolds number range the
present results deviate from an exact momentum balance approximately one-half as
much as these "best" selected data. This favorable comparison indicates a high
degree of flow two-dimensionality for the present experimental apparatus.

The thermal energy balance data of Fig. 42a is a ratio of the total convective
heat generated per unit tunnel width upstream of any profile location to the
measured thermal energy contained in the boundary layer at the location. Fig. 42a
reveals that this thermal energy balance is also within approximately 5 percent of
unity for all the measured profiles. The conclusion reached from Fig. 42a is
that the profile data forms an accurate, consistent set and that the flow is highly
two-dimensional.

The measured momentum and displacement thicknesses for the various boundary
layer profiles are presented in Fig. 42b. As can be seen from an examination of
this figure, there is negligible variation between profiles measured at various
transverse but fixed streamwise locations on the test surface.

Finally, the transverse and streamwise pressure distributions on the test
surface leading edge scoop and on the test surface itself are presented in Figs. 43
and 44 respectively. Figs. 43 and 44 indicate that both transverse and streamwise
pressure gradients were negligible. The conclusion reached for Figs. 41 through
44 is that the data obtained for this low free-stream turbulence, natural transition
case are in excellent agreement with classic two-dimensional correlations.

2.2 Flow Condition 2 - Turbulence Grid No. 1

The profile and heat transfer data obtained for flow condition C are presented

in Figs. 45 through 48. An examination of Fig. 4 5a reveals that upstream of
boundary layer transition the measured Stanton numbers agree very well with the
analytical solution of Ref. 24 for zero pressure gradient, laminar boundary layer
flow with a uniform convective heat flux wall and an unheated starting length. For

Fig. 45a the location of the beginning of transition has moved considerably up-
stream from the location observed for the low free-stream turbulence tunnel
configuration (see Fig. 41). For the low free-stream turbulence configuration
(flow condition 1) boundary layer transition was observed at approximately Rex

12 x 105 while for the slightly higher free-stream turbulence associated -with
-- Grid No. 1 transition moved upstream to approximately 4.2 x 105. Downstream of the
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transition zone (Rex > 11 x 105) the measured heat transfer distribution slightly
exceeds (-2%) the fully turbulent correlation of Ref. 24. Note that the fully
turbulent heat transfer data for the low free-stream turbulence test case 1
(Fig. 41) closely bracketed this fully turbulent correlation. An examination of
Fig. 45b reveals that the measured skin friction coefficients are bracketed by the
correlations of Coles and Rotta and are only slightly increased from those measured
for the low free-stream turbulence test case (Fig. 41). The conclusion reached
from Figs. 45a and b is that, compared with classic low free-stream turbulence
correlations, only small increases of skin friction and heat transfer resulted
from the relatively low levels of free-stream turbulence generated by Grid No. 1.

Figs. 46a and b indicate that for flow condition 2 the test boundary layer was
two-dimensional while Figs. 47 and 48 indicate that the transverse and streamwise
pressure gradients along the leading edge scoops and test wall were negligible.

2.3 Flow Condition 3 - Turbulence Grid No. 2

The profile and heat transfer data obtained for flow condition 3 are presented
in Figs. 49 through 52. The turbulence generating grid (No. 2) employed for flow
condition 3 was coarser than the grid employed for condition 2 above (Grid No. 1)
and produced somewhat .more pronounced effects. The increased free-stream turbulence
levels associated with Grid No. 2 resulted in a further upstream movement of the
beginning of the boundary layer transition zone to Rexz2.4 x 106. In addition,
the fully turbulent heat transfer and skin friction data were increased to slightly
higher levels (-4% above the minimum turbulence results) than were measured for
Grid No. 1 above. The conclusion reached from Figs. 49a and b is that progressively
increasing turbulent heat transfer and skin friction results as the free-stream
turbulence level is raised. Figs. 50a and b indicate that for flow condition 3
the test boundary layer was two-dimensional while Figs. 51 and 52 indicate that
the transverse and streamwise pressure gradients along the leading edge scoops and
test wall are negligible.

2.4 Flow Condition 4 - Turbulence Grid No. 3

The profile and heat transfer data obtained for flow condition 4 are presented
in Figs. 53 through 56. An examination of Fig. 53a reveals that Stanton numbers
measured with this free-stream turbulence distribution were about 12 percent in
excess of the low free-stream turbulence correlation of Ref. 24. Fig. 53b reveals
a similar increase in measured skin friction coefficients above the classic skin
friction laws for low free-stream turbulence. Figs. 54a and b indicate that for
flow condition 4 the test boundary layer was two-dimensional while Figs. 55 and 56
indicate that the transverse and stresmwise pressure gradients along the leading
edge scoops and test wall were negligible.
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2.5 Flow Condition 5 - Turbulence Grid No. 4

The profile and heat transfer data obtained for flow conditions 5 are

presented in Figs. 57 through 60. An examination of Fig. 57a reveals that Stanton
numbers measured with this free-stream turbulence distribution were approximately

14 percent in excess of the low free-stream turbulence correlation of Ref. 24.

Figure 57b reveals a similar increase in measured skin friction coefficients above

an average of the classic skin friction laws of Refs. 5 and 8 for low freestream
turbulence. Figs. 58a and b indicate that for flow condition 5 the test boundary
layer was two-dimensional while Figs. 59 and 60 indicate that the transverse and
streamwise pressure gradients along the leading edge scoops and test wall were

negligible.

2.6 Stanton Number as a Function of The Momentum Thickness Reynolds Number

Fig. 61 presents a composite plot of the local Stanton number determined for

all 5 grid configurations. Each Stanton number is plotted as a function of the
momentum thickness Reynolds number calculated from the profile data obtained at that
location. An examination of Fig. 61 reveals that at any given Reynolds number the
local Stanton numbers increase progressively and significantly with increasing
coarseness of the turbulence grids.

Included for comparison with the measured data of Fig. 61 are four analytical
predictions of the turbulent heat transfer. These analyses assume various relation-

ships between the turbulent heat and momentum tratsfer to predict a heat transfer
distribution from a prescribed skin friction distribution. The predicted distribu-
tions of Fig. 61 were all calculated using the skin friction distribution measured

for the minimum free-stream turbulence configuration (no grid - see Fig. 41). As
s~ich, these predictions can only be compared directly with the heat transfer data

measured for the minimum turbulence case. The four predirtions presented in Fig. 61

are as follows:

1. Reynolds analogy St = Cf/ 2  (49)

2. Prandtl's laminar sublayer-fully turbulent region solution (Prt = 1)

St = /2(Pr=0.7i) (50)
1+11 (cf1/2)(Pr-I)

* 3. von Karman's laminar sublayer-transition zone - fully turbulent region

solution (Prt = 1)
St = cf /2I ~~~ ~ P - 5 I_.) ,'n (.1 Pr.1} (, + 5 c f 6 6 ) ]
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4. Jayatelleke's solution for Prt 1 1 (Ref. 19)

St c1 /2 (52)

where Prt ./i f + (Pr,. P)

P' = 23 [ (r"- 1][ -0-28 exp -0,007
Prt Prt ~ 0  rJ

Clearly the best agreement between the various predictions and the "no grid",

minimum free-stream turbulence heat transfer data resulted for the Jayatilleke

solution. The prediction from this analysis agreed within about 3% with the present
data for Ree > 3000. The largest discrepancy resulted for the simplest model, the

classic Reynolds' analogy. The Jayatilleke solution incorporates the results of a

very large number of experiments. Because of the excellent agreement with the

Jayatilleke solution, it has been concluded that the present low free-stream

turbulence skin friction and heat transfer data are both self-consistent and free

_f anomolies.
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ANALYSIS AND DISCUSSION OF RESULTS
I

Analyses of the mechanisms through which the free-stream turbulence could
influence the turbulent boundary layer have been given by Bradshaw (Ref. 29) and
McDonald and Kreskovsky (Ref. 30). Bradshaw has demonstrated that the effects of
the turbulence on the skin friction, heat transfer, and velocity and temperature

profiles will depend primarily upon the free-stream turbulence velocity scale and,
to a secondary extent, upon the turbulence length scale. McDonald and Kreskovsky

have reasoned that for low (Re8 < 5000) Reynolds number boundary layers the influence
of the free-stream turbulence should also depend on the boundary layer momentum
thickness Reynolds number. Dependence on the Reynolds number should vanish if
Re8 '55000. Combining these analyses we can write a general expression for the
effects of free-stream turbulence on turbulent boundary layers.

=fUe' Af
A (Ci Si ,UWy) T(y)) = U T- ' F R ee (53)

Bradshaw (Ref. 29) has justified the use of the free-stream turbulence intensity
U'/U to replace the more cumbersome parameter U,/U, of Eqn. (53). This simpler

turbulence intensity parameter will be used throughout this present data analysis.
Also, it should be noted that for all existing aircraft gas turbine engines, turbine
airfoil boundary layers are in the low Reg category (Ree< 5000) and for most cases
Reemax< 3000. For this reason particular attention has been paid during the present
program to exploring the importance of the influence of Reynolds numbers in Eqn. (53).

1. Influence of Free-Stream Turbulence on Skin Friction

The ratios of the measured skin friction coefficients to the low free-stream
turbulence values for the same Re8 are presented in Fig. 62 as a function of the
local free-stream turbulence intensity. Skin friction coefficients are presented
for all 5 grid configurations as ratios to the mean of the Coles and Rotta low
free-stream turbulence skin friction-Ree correlations. Also included in Fig. 62
are the results of studies by four otner investigators (Refs. 31, 32, 33 and 34).
The data and correlations of Fig. 62 cover wide ranges of the secondary parameters
Re8 and Af/6. The skin fricticn measurements of Huffman et al (Ref. 31) have been

plotted using their multi-component turbulence measurements at the boundary layer
edge (k in their notation) to infer free-stream total T. Integral boundary layer
thickness data were not presented by Charnay et al (Ref. 32). For these data
boundary layer momentum thicknesses were calculated from the measured 599 values
using the data correlation of Robertson and Holt (Ref. 35) for the influence of T
on 699/e. It should be noted that by using this interpretation technique, excellent
agreement resulted between the low free-stream turbulence test case of Charnay et al.
and the low free-stream turbulence Cf vs Re8 correlation of Coles (Ref. 5). For
the results of Meier and Kreplin (Ref. 33) and Simonich and Bradshaw (Ref. 34) the
free-stream turbulence was assumed to be isotropic (T = U/U x 100).
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The skin friction measurements for the present experiment exhibit the same
general trend found for the earlier studies. For zero pressure gradient, turbulent
boundary layer flow the skin friction coefficient is clearly correlated to the local

free-stream turbulence intensity. The data of Fig. 62 exhibit considerable scatter

in these coordinates suggesting possible interplay of the turbulence length scale

and/or the boundary layer Reynolds number.
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2. Influence of Free-Stream Turbulence on the Velocity Profiles

Sample mean velocity profile data demonstrating the effect of free-stream

turbulence are presented in Figs. 63A, B and C. Each of these figures presents, in

universal coordinates, a group of profiles with nearly equal Reynolds numbers but
different free-stream turbulence levels. The momentum thickness Reynolds numbers

are 1400, 3000, and 6000 for Figs 63A, B, and C respectively. These data indicate
that the influence of the free-stream turbulence on the velocity profile is limited

to the depression of the boundary layer wake. Apparently no effect of the free-

stream turbulence is felt in the logarithmic region in that the profile data agree

very well with the zero pressure gradient law of the wall for 30 Z Y +Z200 for all

Ree and turbulence combinations. This result is in agreement with the data of
Refs. 31 through 34 all of which indicate negligible effects in the logarithmic
region. The most dramatic evidence of influence on the wake by the free-stream
turbulence can be seen in Fig. 63C. At this high Reynolds number (Ree = 6000) a
strong wake, approximately equal to the Coles equilibrium value, is observed for

the minimum turbulence case. In contrast, with 4% free-stream turbulence the wake
has nearly vanished.

Figs. 64 and 65 present plots of the influence of the free-stream turbulence
on the boundary layer integral parameters. The effect of turbulence intensity on

the kinematic shape factor at a fixed Re@ is given in Fig. 64a. In this figure H.

is determined from Coles (Ref. 5) low free-stream turbulence correlation. Kinematic

shape factor was employed for Fig. 64a in order to eliminate the influence of the
wall heating and focus on changes to the velocity profile. Also shown in Fig. 64a

are the correlation of Robertson and Holt (Ref. 35) and Green's (Ref. 36) analysis

of the data of Ref. 32. For the present data the change of the shape factor with

free-stream turbulence agrees more closely with Green's analysis than the correlation
of Ref. 35. Note that the kinematic shape factors measured in the present study for

T = 0.2% were about 1% larger than would have been predicted from Coles' correlation.
It is unclear if there is any evidence from the present data to support the asymptotic
behavior at high turbulence levels suggested by the Robertson and Holt correlation.

Reduction of the Clauser shape parameter, G, with increasing free-stream

turbulence level is indicated by the data of Fig. 64b. Note that the Clauser

parameter measured for the T = 0.2% test case was slightly larger (=3%) than the1 value of 6.8 recommended by Clauser (Ref. 4) for zero pressure gradient, equilibrium,
low free-stream turbulence boundary layers.

Fig. 65a presents a comparison between the present data and an analysis by

Green (Ref. 36). Green, using the data of Refs. 31 and 32, determined that the

3 influence of the free-stream turbulence on the Clauser shape parameter could be

represented by
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where Go is the low free-stream turbulence equilibrium boundary layer Clauser shape
pa-.ameter. The value Go = 6.8, as suggested by Clauser, was used to compute G
for the present data. Green's analysis and the present results are substantially
in agreement with nearly equal slopes. If the experimentally measured value of
Go- 7 (see Fig. 64b) instead of Clauser's recommended Go = 6.8 was employed for
Fig. 65a the agreement between the present data and Green's analysis could be
improved.

The wake component of Coles' equilibrium, zero pressure gradient, low free-
stream turbulence, universal turbulent boundary layer profile can be related to the
Clauser parameter as shown in Ref. 16. A comparison of the present profile results
and the Clauser-Coles profile (Fig. 65b) indicates reasonably close agreement with
the increase of G with TT slightly larger for the present results.

Bradshaw, in Ref. 29, has shown that for boundary layers with the same U-6/,
differences in wall skin friction can be inferred from changes in the profile wake

strength as follows:

C/C- ( (n-n) I f,/2J Cf/
RezB: CONST (5L- (5

where Cfo and fo are the skin friction and wake strength for a boundary layer w'4 !.
the same Ree in a low free-stream turbulence flow. Changes in the skin fri'tion have
been calculated from the wake strengths measured for the present profiles using
Bradshaw's analysis and are presented in Fig. 66. Both Fig. 62 and 66 present the
effect of free-stream turbulence on the skin friction. For Fig. 62 the absolute
values of the skin friction coefficients were determined using data from the logar-
ithmic region of the velocity profiles. For Fig. 66 changes in skin friction were
determined from changes of the profile wake strength from the low free-stream.
turbulence values. Figs. 62 and 66 both indicate that increases of the free-stream
turbulence significantly increase the skin friction. Data correlation equations
and additional comparisons for these skin friction - free-stream turbulence effects

will be presented in a later section.
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3. Influence of the Free-Stream Turbulence on Heat Transfer

Stanton numbers measured for the present program are presented in Fig. 67

as a function of the local free-stream turbulence intensity. This figure pre-
sents the ratio of the measured Stanton numbers to the level expected for the
same Ree for low free-stream turbulence intensity as predicted by Jayatilleke
(see Fig. 61). Also included in Fig. 67 is the correlation of Simonich and
Bradshaw (Ref. 34). Both the present data and the correlation of Ref. 34
indicate that there is a significant increase in the heat transfer coefficient
as the free-stream turbulence intensity increases. As with the skin friction
data of Fig. 62 there is considerable scatter in the present data in these
coordinates. Again this suggests the influence of the secondary variables
length scale and/or Reynolds number. It should be noted that the data upon
which the correlation of Ref. 34 is based show even greater scatter than the

present results in these coordinates.
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4. Influence of Free-Stream Turbulence on the Temperature Profiles

Figs. 68a, b, and c present sample data demonstrating the influence of the

free-stream turbulence on the mean temperature profiles. These temperature profiles

were obtained along with the previously presented velocity profiles (Figs. 63a,

b and c) and are presented in the same order and format. It should be noted

that these temperature profile data have not been forced to agree with the
"temperature law of the wall". The plotted values of T+ are calculated from the

measured wall, free-stream, and profile temperatures, the inferred wall
shear stress and the measured heat flux. Because so may experimentally de-

termined quantities are incorporated into the dimensionless temperature (each
with inherent inaccuracies) some slight discrepancies can be seen between the

level of the data and the universal log law. Using the same format as the

previously presented velocity profiles (Figs. 63a, b, and c) each figure

contains a group of profiles with nearly equal Reynolds numbers but different

free-stream turbulence intensities. As with the velocity profiles the temperature
data indicate that the influence of the free-stream turbulence is felt only

in the wake region, the logarithmic region being left unaltered. The depression

of the wake component by the free-stream turbulence is clearly shown in Fig. 68c.

While there is a prominent wake for T = 0.2% there is no wake in evidence for

T = 4.0%.

The ratio 2 St/Cf is commonly referred to as the Reynolds analogy factor.

Fig. 69 presents two separate sets of evidence from the present program that this

factor increases with increasing free-stream turbulence intensity. For Fig. 69a

the measured Stanton numbers and skin friction coefficients inferred from the

fits of the velocity profile data to the law of the wall are plotted as a function

of free-stream turbulence intensity. Also given in Fig. 69a are three values
of the Reynolds analogy factor for low free-stream turbulence turbulent boundary

layers recommended by other sources as follows; (A) 1.21, Spaulding (Ref. 38),

(B) 1.19, Simonich and Bradshaw (Ref. 34), and (C) 1.16, Chi (Ref. 37). Reynolds

analogy factor is seen to increase with increasing free-stream turbulence level

with the following expression representing the results within reasonable accuracy.

2S/cf - 118 + 1.3 T (56)

Simonich and Bradshaw (Ref. 34), extending an earlier analysis by Kader

and Yaglom (Ref. 39), have shown that the Reynolds analogy factor can be

determined from relative changes between the wake strengths of the velocity and

temperature profiles. Their analysis gives the following relationship:

2St/cf /C 99-C1+n-r](7
1+e~ 1/22(l-f)

K
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where CO and K0 are coefficients in the "temperature law of the wall"

+ n Y + C9
Ke

and Tr is the wake strength of the temperature profile. In the notation of
Eqn. 42 of this report

K,=K/Prt  and C9 Prt(C+Ps)

Using the measured values of IT, IT0, Cf and St and assumed values of K- 0.41,
C = 5.0 and Ps = -2.0 and Prt = 0.9, the left and right hand sides of Eqn. 57 have
been calculated and plotted for Fig. 69b. Agreement between the present results
and the analysis of Simonich and Bradshaw is shown to be very good, generally
within about 20%. It can be concluded from Fig. 69b that the "wall inferred"
and "wake inferred" Reynolds analogy factors are self-consistent. This con-
sistency in turn leads credibility to the conclusion that increases of the
Reynolds analogy factor result from increased free-stream turbulence intensity.
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5. Influence of Reynolds Number and/or Turbulence Length Scal 

As previously discussed, the analysis of McDonald and Kreskovskv (Ref. 30)

indicates that if Reg < 5000 the momentum thickness Reynolds number should
impact upon the influence of the fee-stream turbulence on turbulent boundary
layers. In addition, Bradshaw (Ref. 29) has reasoned that the impact of the
free-stream turbulence should reach a maximum for Af/6zI. For cases in which
Af/6 is either significantly larger or smaller then unity the influence

of the free-stream turbulence would be expected to diminish. All the experi-
mental data currently available on this subject, including the present work,
were conducted downstream of turbulence generating grids with the effective

origins oC the test turbulent boundary layers located some distance downstream
of the grids. With this arrangement the turbulence intensity decays while the

boundary layer Reynolds number and the length scale of the turbulence grow

with increasing X. All the experiments have used roughly the same experimental
scale with about the same free-stream velocities. The resulting experimental

data cover only a narrow range of Af/6 (data range 0.2-< Af/6 -<I) while
most contain potential low Ree effects (data range 1000 -< Ree-< 6000). Be-

cause of this situation it is currently very difficult to separate the low Ree
from the length scale effects. (A recent Ph.D thesis "Effect of Free-Stream

Turbulence on Turbulent Boundary Layers" by Hancock, P. E. (Ref. 40) examines
length scale effects but details of this work are not yet available.) The

following paragraphs present an attempt to determine the relative importance

o f low Reg and P,1 /6 effects.

Bradshaw (Ref. 29) has shown that the influence of free-stream turbulence

on the boundary layer can be related to changes in the wake strength IT.

Reynolds number dependence could be expected, then, to vanish for Ree >5000 where,
for low free-streamturbulence, the wake strength remains constant. For Ree-<

5000, however, the strength of the wake in low free-stream turbulence flow is

strongly dependent upon R0 with TT= 0 at Re9 = 500 and growing rapidly in a

non-linear fashion to approximately half the high Re9 wake strength at Reg = 1000
(see Ref. 5). The capacity of the free-stream turbulence to influence low
Re boundary layers could be assumed to be related to this non-linear growth

of the wake strenth. Following this reasoning a correlation of the influence

of the free-stream turbulence was sought using a nonlinear Ree dependent

relationship. For Fig. 70 the skin friction vs turbulence intensity data of

both the present study and four earlier experiments are presented using a

simple Re9 dependent power law relationship. Fig. 70a presents the influence
of the tree-stream turbulence on the skin friction for boundary layers with the
same Re9 and should be compared with Fig. 62. Fig. 70b shows the influence

of the free-stream turbulence on the skin friction (inferred from changes of the

wake strength) for equal Re6 and should be compared with Fig. 66. Comparison

,f these 4 figures reveals that the data scatter has been significantly reduced
Vy incorporating Ree dependence into the correlations. Only the correlation of

Ref. 34 shows a trend significantly different from the other data sets. It is
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suggested that the following relationships correlate both the present data and

the data of the other experiments with reasonable accuracy.

C /C'O z0 81 Re6 \0 4Cft 0 1  0 +.92 T(8
lite0 CONST (58)

t Re 04
Cf/Cf Re 8  0.98 + 2.15 1- T (59)

0 Re8 CONST

The difference in the slopes of these suggested correlations is somewhat

less than calculated by Bradshaw in Ref. 29. This result suggests that for the
present data the influence of the free-stream turbulence on 6/0 was less than

reported by Robertson and Holt (Ref. 35).

Hancock (Ref. 40) has recently conducted an experiment designed so that
the influence of free-stream turbulence on skin friction could be examined for
wide ranges of Af/ 6 . Unfortunately Hancock's data was obtained for low Ree
boundary layers and so contains low Ree effects. He has developed a length
scale dependent correlation based upon a streamwise turbulence dissipation length
scale defined as follows:

L% d- (60)
U--edx

For grid generated turbulence this dissipation scale and the longitudinal

integral scale are related as

L 5Af

Figure 71 presents the skin friction coefficient data of the present study
plotted on Hancock's length-scale dependent coordinates (P. Hancock has kindly
made this correlation available to us prior to the publication of his thesis).
Agreement between the data and the suggested correlation is seen to be very good.

The scatter of the data taken in the present program is about the same for
the Ree dependent correlation of Fig. 70 and the length scale dependent

correlation of Fig. 71. All of the data used to produce these correlations
contain both length scale and low Ree effects. Since there is no clear superiority
for either of these correlations it is not possible to conclude at this time
which, if either, is the more important parameter.

Figure 72 presents the heat transfer data of the present study in the same
Re6 dependent coordinates used for the skin friction results. Fig. 72 should
be compared to Fig. 67 which presents the same data without regard to Re6 . As

with the skin friction data it is clear that the scatter of Fig. 72 is

__57



R80-914388-12

considerably less than that of Fig. 67. In addition in these coordinates the
heat transfer correlation of Ref. 34 agrees very well with the present data. The
following relationship correlates both the present data and the data of Ref. 34
with reasonable accuracy.

St/StoIe= 098+2-50 Reg )04 (61)
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ANALYTICAL PREDICTION OF FREE-STREAM TURBULENCE EFFECTS

1. General Statement

This section presents results of the initial phase of the effort aimed at
providing an assessment of a finite difference technique for predicting free-
stream turbulence effects on boundary layers. The focus to date has been on
zero pressure gradient flows and the use of the McDonald et al. (Refs. 30, 42,
and 43) turbulence model and boundary layer code to predict surface heating
and skin friction effects. The turbulence model has been assessed in its
ability to represent the direct influence of typical gas turbine free-stream
turbulence levels on the forward transition process and the fully turbulent
flow structure.

5
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2. Turbulence Model

Two turbulence models presented by McDonald et al. (Refs. 30 and 42) are
emnployed in the boundary layer code being assessed here (see Ref. 44 for a compre-
hensive summary of this boundary layer model and code). These are both based on

the integral form of the turbulence kinetic energy equation, with the model of
McDonald and Kreskovsky (Ref. 30) containing a modification of that given by
McDonald and Fish (Ref. 42) to account for the approach of the turbulence level
in the outer portion of the boundary layer to the local edge value.

The principle features of the turbulence model are:

1. The Reynolds stress ccntribution to the momentum equation shear stress

level is written in terms of a mixing length as

rTp(v4 VT) 1 au ] au (6)

2. The local mixing length, 1, is taken to be a function of the local free-
sutream mixing length, f, through the relation

tanh + {j-hCos ( j (63)

where 'is a wall damping function and 6T is a measure of the "stress thickness"
defined in terms of local boundary layer properties. The above relation is only
employed up to y =67. For y >6T, f=fXk

3. The local value of F% is established through solution of the integral
form of the turbulence kinetic energy equation. This is given as

i F[ U e 0 ] :Peue3(4 2 
-0 3 ) + E

where

E = q (2/2 )e] (65)E e/ Pe~e dx

br/br PU L 3(/e)] (66)

*fo Peue Lr B r)& Ue2

P~8  1 2' a Wu/ueV (67)
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p (a2-03 L (u/Ue) +r Yudr(ja Y? 2 Ue ax

Note that the free-stream turbulence level influences these equations through the

terms containing qe defined as

2 2 2 (69)
e= e e

Throughout these studies, isotropic turbulence is assumed to be present (see Figs.

28 through 32 and Section 4.1.1 for discussion) and the free-stream turbulence level

is taken from the analytical expression of Figure 34. For the case of natural

transition, a constant level of turbulence is used at a level of 0.002 UO, see

Figure 33.

Also, in the above relation, L is a dissipation length function, a2 and a3 are
constants, and al is a variable "structural" coefficient. The important function

of interest here is f(y/6,), defined as

f(y/c) 12 1- Cos (70)

This function was introduced by McDonald and Kreskovsky (Ref. 30) to specify

the turbulence level in the outer portions of the boundary layer. It has been
constructed such that the total turbulence level equals the specified edge value

qe at y = 6,.

Taking C = 0 gives the turbjlence model of McDonald and Fish (Ref. 43) while

= 1 produces the modified model of McDonald and Kreskovsky (Ref. 30). In the
current application of the boundary layer code, numerical predictions were obtained

both with =0 and 1=1.
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3. Finite Difference Code

The numerical code assessed here is that discussed by McDonald et al. (Refs.
30 and 43), representing an expanded version of that technique originally developed

by Mellor and Gibson (Ref. 45). The current code employs an implicit finite

ifIerence solution of the classical boundary layer equations written in a surface

uc , rdinate system. A stream function formulation is used to combine the continuity

and momentum equation into a single third order partial differential equation while

a total enthalpy form of the energy equation is employed to represent the thermo-

1-namic state in terms of a second order partial differential equation.

A two point backward difference law is used to give a first order accurate

representation of the longitudinal convective terms. Second order accurate

differences are written for the derivatives across the boundary layer in terms of
a finite-difference mesh stretched with a geometric progression. The resulting

nonlinear difference equations are solved iteratively with a Gaussian elimination

scheme after using quasilinearization techniques to provide accelerated convergence.

Two options for initializing the flow profiles were exercised in the present

study. Solutions were either initialized in the fully-turbulent region using a

:ersion of Cole's profiles (Ref. 6) or they were set in the laminar leading edge
rugion with transition established by the turbulence model as the solution was

marched aft along the surface. It was found here that initialization in the fully
turbulent region produced less satisfactory results due to a less accurate represent-
ation of the profile shape factor. Thus, in all results reported here, only solutions

initiated at the laminar leading edge region are reported. The outer edge conditions

were held constant at their free-stream state while the wall conditions were set by
the zero slip condition along with the experimentally measured wall temperature

distributions. The measured wall temperature levels are tabulated in TablF 1, with

the free-stream temperature set at 540 0R for all calculations. These te'.prature

distributions were numerically smoothed to eliminate spurious variations --, the

computed wall results due to mincr experimental measurement error. A typical

comparison of the measured and smoothed wall temperature distributions is presented
in Fig. 73 for the case of grid number 4. The smoothing routine used was a simple

1,; point polynomial fit available in most computer scientific subroutine packages

and it was found completely adequate for current purposes.

The finite difference grid spacing along the length of the boundary layer

development was taken at exactly the spacing of the surface thermocouples so that

experimental and analytical results could be compared directly. The grid spacing
and extent across the boundary layer is largely set by the code with minimal control

through the input parameters. The current calculations were initiated at a distance
of 0.1 ft from the leading edge using 200 mesh points to represent the initial profile.

The initial profile itself is generated as a memberof the laminar self similar

solutions - in this case for a zero pressure gradient flow. As the solution scheme
marches downstream along the surface through transition and into the fully turbulent

regime, mesh points are automatically added to capture the boundary layer growth
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(growing to approximately 300 points at X = 8 ft). It was found here that the
automatic (the normal) grid generation scheme encountered difficulty when a grid
packing option was implemented. By attempting to pack grid points close to the
surface for high resolution, the outer edge condition was compromised and solutions
were found to display anomolous variations of surface heating aft of transition.
The current results were obtained with the maximum level of grid packing that
allowed calculations to proceed smoothly over the entire extent of the plate.

For the current calculations, the computer time required was approximately 0.004
seconds per grid point on the Univac .110 computer (approximately 3 minutes of CPJ
time to compute the length of the flat plate of 8 feet).
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4. Results

Cumparisons of the numerically predicted results with the experimental results
SSection 4.1.2 are presented in Figures 74 through 78. In all cases the results

were obtained with both the turbulence model given by McDonald and Fish (Ref. 42)
as given in equation 70 with 0 and that used by McDonald and Kreskovsky (Ref. 30)
b:ained with = 1.

Results for the case of minimum turbulence corresponding to the turbulence
el of 0.002 of Figure 41 are given in Figures 74a and 74b. In general, the

Asults compare well in the laminar region, encounter complications in transition,
and are fair in the fully-turbulent region. The surface heat transfer levels in the
laminar region (Rex<106 ) provide an excellent track of the experimental results.
The predicted transition process produces heating levels slightly different than the
experimental results giving rise to large errors in Stanton number due to the very
low level of overheating used in this study. As Table 1 shows, the measured wall
temperature difference decreases rapidly aft of the 25 inch station down to levels
of 150 R. Therefore, small errors in the predicted results would be expected to
be magnified in this critical region. Also, as pointed out in Section 4.2.1, this
extremely long run of laminar flow experiences a three-dimensional transition process
that penetrates from the side walls toward the centerline. Thus it is not surprising
to see the two dimensional turbulence model encounter difficulty in accurately pre-
dicting the details of the local flow. Aft of transition, both the experimental
Stanton number and skin frictirn distributions are reasonably well predicted
especially in light of the possible residual effects of the three-dimensional
transition process discussed above.

The comparisons with the experimental data for the remaining four turbulence
grids are shown in Figures 75 through 78. For all of these cases, the laminar
region Stanton number is predicted well while the fully turbulent Stanton number and
skin friction levels are all predicted within 5% or better except for = 0 at the
high turbulence level. Both the = 0 and 1 models show a steady migration of the
transition process forward on the surface as the free-stream turbulence level is
raised. In light of the complicated nature of this flow field, and the transition
process, this good qualitative and fair quantitative prediction of the transition
,)rocess is considered very encouraging.

In an attempt to provide a more general basis for assessing the current.
ttieoretical model for predicting free-stream turbulence effects, additional
ealculations have been made with the current code. Calculations have been performed
for parameter levels typical but not duplicative of the experimental test state in
rder to isolate the influence of the edge turbulence level itself. To this end,
flat plate solutions were obtained using the model of McDonald and Kreskovsky (Ref.
31)) for a free-stream velocity of 100 ft/sec., a free-stream temperature of 5400R,
and a wall temperature of 5600R. Solutions were first obtained with constant levels
' edge turbulence over the extent of the plate, and then -ith edge turbulence vary-

ing precisely as in the cases presented above (Fig. 34).
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The skin friction levels for these cases have been compared with the data base
of Figure 62 in Figures 79 and 80. Here the results are again normalized in terms
of the analytical prediction of zero turbulence level constant velocity skin
friction at the same value of momentum thickness Reynolds number. Comparison of
Figs. 79 and 80 clearly show that history effects, as felt through varying edge
turbulence, have a very significant effect on the predicted skin friction levels.

As shown in Figure 80, the model presented by McDonald and Kreskovsky (Ref. 30)
gives very good prediction for constant velocity flows once history effects are

accounted for. Conversely, Figure 79 indicates that improper accounting for history
effects could lead to significant error in the skin friction prediction.

The calculated Stanton number levels on the flat plate have been presented in

terms of the correlation of Figure 72 in Figure 81. Again, these results have been

normalized with the analytical prediction of zero turbulence level Stanton number
at the same momentum thickness Reynolds number. The results are presented in this

fashion because it provides a very effective means of comparing with a wide data

base. As shown in Figure 81, the current calculations consistently underpredict
the observed influence of free-stream turbulence on the flat plate heating over the
entire range studied. This point is more clearly delineated in Figure 82 where the

predicted Reynolds analogy factor for all calculations was found to be virtually
constant at a level of approximately 1.14. Thus, unlike the experimental results,
there seems to be no tendency in the predictions to show any significant increase
of this factor with increasing turbulence level. The overall implication of these

results then is that while the turbulence model presented by McDonald and

Kreskovsky (Ref. 30) does apparently well represent the momentum mechanisms for
constant velocity flows, there is a significant weakness in its ability to represent
the energy mechanisms in the boundary layer.

1
I
I

S I
I
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CONCLUSIONS

The conclusions reached regarding the work described above are summarized in
the following paragraphs. The first task consisted of an experimental study of the
influence of free-stream turbulence on fully-turbulent boundary layers in zero
pressure gradient flow. Numerous data quality checks and measurements to insure
data consistency were obtained during the course of this experiment. In addition,
for applicable .ases, comparisons were made between data obtained in the present
program and the results of other workers. This in-depth examination of the present
data indicates that they are of extremely high quality and free of anomolies.
Analysis of the present data indicates that the heat transfer, skin friction,
velocity and temperature mean profile, and free-stream turbulence data form a self-
consistent set of information.

1. For zero pressure gradient, turbulent boundary layer flow the skin friction
coefficient increases with increasing free-stream turbulence level. As an
example, increases of approximately 14% above the low free-stream turbulence skin
friction coefficient for the same Reg were measured for a turbulence intensity of

5%.

2. The Stanton number increased at a somewhat higher rate with increasing free-
stream turbulence than did the skin friction. For 5% turbulence intensity the
measured heat transfer coefficients were approximately 18% greater than the low
free-stream turbulence values.

3. Although the above effects are primarily a function of the local free-stream
turbulence intensity it has been shown that the turbulence length scale and, for
Ree< 5000, the momentum thickness Reynolds number also exert some influence.

4. The wake strengths of both the mean velocity and temperature profiles were
shown to be significantly depressed with increasing free-stream turbulence. Changes
in the skin friction and Stanton numbers have been inferred from these wake
depressions using an analysis by Bradshaw. These "wake inferred" changes were shown
to be consistent with the "wall inferred" changes of conclusions (1) and (2).

5. Suggested correlations for the influence of free-stream turbulence on skin
friction, heat transfer and the Reynolds analogy factor can be found in the body
of the report.

The second task undertaken here consisted of an assessment of a boundary layer
code and turbulence model for predicting free-stream turbulence effects on flat
plate heat transfer and skin friction levels. Two versions of the turbulence model-
have been applied to data comparisons and options in the boundary layer code operation
have been exercised. From this work two conclusions can be established.

1. With regard to the turbulence model study it is clear from the comparisons giv,.I
above, that the model of McDonald and Kreskovsky works reasonably well for the zero
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pressure gradient cases studied here. This model gives good quantitative prediction
of the free-stream turbulence level's influence on the fully-developed turbulent
boundary layer skin friction levels, showing a steady increase with increasing
turbulence. The model also provided a qualitatively realistic and quantitatively

acceptable prediction of the transition process' dependence on free-stream turbulence.
Both the extent and position of the process were reasonably well represented, provid-
ing a strong endorsement of this model for flat plate flows. However, with regard
to the predicted heat transfer levels, the model appears to have the significant

defficiency of a predicted Reynolds analogy factor with considerably less dependence

on free-stream turbulence level than the existing data base.

2. With regard to the boundary layer code operation, it is felt that several code
limitations have been encountered that indicate directions for future improvements.

The computer times were quite large for boundary layer calculations and it
is felt that improvement could be made by a) eliminating the iterative solution
loops at each station at no loss of formal accuracy, b) use of similarity type
variables as suggested by Blottner (Ref. 46) and Werle and Verdon (Ref. 47) to
inherently capture boundary layer growth in the computational domain, and introduction
of state-of-the-art strategies for improving the establishment of the finite
difference mesh across the boundary layer (see Ref. 48 for one possible new such
approach).
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LIST OF SYMBOLS

a,, a2 , a3  - turbulence model structural coefficients

Cf - skin friction coefficient, 2T,

Pue
2

C - specific heat at constant pressure

- turbulence model wall damping function

E - turbulence kinetic energy equation source term

I - strip current

k - thermal conductivity

k - turbulence model constant

- mixing length

L - turbulence model dissipation length

Pr - molecular Prandtl number

Prt - turbulent Prandtl number, -h

Pre  - effective Prandtl number, Ae- - --ee e e Pr-"1

q - heat flux

qe - free-stream turbulence

Rfoil - unit resistance of heater foil

Rex  - Reynolds number based on distance from leading edge

Ree - Reynolds number based on boundary layer momentum thickness

St Stanton number, h
pUCP

t - temperature

t- dimensionless temperature, - -

U - velocity

U +  dimensionless velocity, U
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LIST OF SYMBOLS (Cont'd)

UT friction velocity

' - in ' + c

W - wake function,

x - distance from leading edge

y - distanc, from wall

Y dimensionless distance frm wall,

Ci- temperature coefficient of resistance

6 - boundary layer thickness

6 - displacement thickness, ±, dy

6* - energy dissipation thickness, PU L - dy
o Pe U e

6
T - shear stress layer thickness

6  - enthalpy thickness, s

6r - reference thickness

e - surface emissivity

- coefficient of eddy diffusivity of heat

6he - coefficient of effective thermal diffusivity

6m - coefficient of eddy diffusivity of momentum

C Me - coefficient of effective viscosity

- selection code for use in Eq. 70

-
y/6

r

e - momentum thickness, f -u I- dy
0Pe Ue \ Ue)

K - von Karman constant

p - molecular viscosity

p- kinematic viscosity
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LIST OF SYMBOLS (Cont'd)

- unheated starting length

IT - wake strength

p - fluid density

T - shearing stress

T t  - turbulent shearing stress

01, 02, 03 - turbulence energy integrals

Subscripts

e - freestream

w - wall

T - turbulent
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Table I

Measured Wall Temperature Distributions

TWall - Te ('oi)

X No Grid Grid Grid Grid
(-n,h~s) Grid #1 #2 #3

2.10 9.32 14. 68 14.50 10.46 9.P7

2 o-) 12.4o 19.16 18.50 12.95 11.50

3. 1 14.35 21.91 20.85 13.21 22.2k

3-6- 16.35 25.36 23.71 13.61 12.61

4. 1 19.30 27.1, 26.03 13.39 12.63

4 .6 19.5u 29.22 26.91 13.72 12.94

5.1 21.00 31.58 28.02 14.06 13.34

5.62 22.22 33.96 27.13 14.28 13.61

.i2 23.77 35.0t 27.13 14.28 13.70

6.6 24.32 36.71 24.92 14.39 14.27

7.19 26.09 38.09 23.82 14.72 14.59

8.19 2f.- 38.80 20.49 15.39 14.27

q.1; 28.82 40.56 18.28 15.08 14.67

10.i 29.77 39.02 17.17 15.39 14.87

11.12 31.39 37.92 15.61 15.61

13.19 33.93 31.09 17.57 16.85 16.4o

15.19 36.35 24.09 17.7e 16.88 16.3E

17.19 38.8E 21.60 18.50 17.29 17.42

12. I2, 41.2s 19.83 19.16 17.97 17.75

21.1-- 42.3. 19.16 19.17 17.96 17.91

23.19 43.71 19.53 19.46 18.27 18.12

25.2 I 42.17 20.42 2C.10 18.85 18. 93

27.12 33.82 20.82 21.05 19.38 19.26

29.19 23.22 21.23 20.94 19.73 19.86

31.19 18.12 21.52 21.46 19.67 19.52

33.19 15.90 21.82 21.83 20.53 20.26

35.10
c  

15.01 22.11 21.97 20.71 20.19

37.19 15.23 22.26 22.36 20.93 20.89

39.1, 15.01 21.82 21.83 20.12 20.19

4'..10 15.e) 22.73 22.54 21.OC 21.15

43.19 15.31 22.85 22.93 21.07 20.93

46,. 1, 15.46 23.01 23.02 21.59 21.24

49.12 15.75 23.37 23.67 22.18 21.66

52.19 15.63 23.80 23.66 21.2I2 21.7

55.1, 15.7 24.10 24.26 22.25 21.81
58.1. i5. ' 24.03 24.39 22.32 21.95

61.1 16.34 24.32 24.70 22-.48 22.33

64. 1 1'.1 24.47 24.66 22.7', 22.
4
c

I 7.1 1, i. 24.9i 25.07 22. Y 22.77

7". 1 1. 7 25.27 25.10 23.23 22.8-

71i1 I1 .71 24.,41 24.92 22.-,9 22.40

76.11, I.'i 24.A4 25.00 22.r 22.62

7! 7... 16.,W 25.14 25.07 22.92 22.55

R2 1 1470 2,) 24.22, 22.83 22.61

I 514 94 25.28 25.2Q 23.21 22.77

85 1 17 .24 25.14 25.18 23.51 23.07

1 1 1. 26.02 25.66 23.9 5 23 50

I 17. 25.71 26..D3 23. ci 23-63
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M

t

GRID b M tM/b % OPEN
NUMBER (inches) (inches) (inches) AREA

1 3/16 7/8 3/16 467 62

2 112 2 9116 3/8 513 65

3 1 1/2 7 1/2 467 62

4 2 9 12 4.50 61

I Figure 3. Turbulence Generating Grid Configurations for the Boundary layer

Wind Tunnel
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GRID NUMBER 1 GRID NUMBER 2

GRID NUMBER 3 GRID NUMBER 4

Figure)4. Photographs of Turbulence Generating Grids For The Boundary
layer Wind Tunnel
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IDATA MEASURED FOR THREE

0.6- SEPARATE STRIP SAMPLES
0

z
< 0.4-

a. RESISTANCE
cc 0.2 - .05 _R7 1 OF- .0.05W0 f/FT

00 4 812

STRIP LENGTH-FT.

a. 316 STAINLESS STEEL FOIL RESISTANCE AT 71OF

S0.71
o R - R71 (1+a(T-71 0))

C., a 1 - 0.000504 nP/F

~-0.70
LU

t; 0.69

60 80100 120

FOIL TEMPERATURE-OF

b. 316 STAINLESS STEEL FOIL TEMPERATURE RESISTANCE COEFFICIENT

Figure 7. Electrical Resistance Characteristics of the 316 Stainless
Steel Foil Strip Used for the Heated Test Surface of the1 Uniform Heat Flux Flat Wall Mobdel
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COPPER BUSS
BARS MOUNTED

ALONG EDGE

Figure 8. Photograph of the Assembledi Plexiglas Frame for the Uniform

Heat Fl.ux Flat Wall Model with the Buss Bars Installed
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RIGID URETHANE44- 1. 
FOAM CAST INTO
PLEXIGLASS FRAME

STATIC PRESSURE
.AAP LINES)"

-9,' - iAsA

Fgr9.Photograph of the Backside of the Completely Assembled and

Instrumented Uniform Heat Flux Flat Wall Model Showing the
I Routing of the Instrumentation Leads
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COPPER BUSS BARS

316 STAINLESS STEEL FOIL

STRIPS CEMENTED TO RIGID

URETHANE FOAM SURFACE

UNHEATED LEADING EDGE

A 

m

Model Prior to Coating with High Emissivity Paint
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a) TEMPERATURE PROBE NO. 1

b) TEMPERATURE PROBE NO. 2

Figure 12. Typical Boundary Layer Tnermocouple Probes
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Figure 13. IJTRC Boundary Layer Wind Tunnel Data Acquisition System
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FLOW =X FILM
PROBE

RIGHT ANGLE PROBE

(TSI MODEL 1243) TRAVERSE

CONSTANT CONSTANT
TEMPERATURE TEMPERATURE
ANEMOMETER ANEMOMETER

(TSI MODEL 1050) (TSI MODEL 1050)

LINEARIZER LINEARIZER
JSI MODEL 1052) FILM A FILM B (TSI MODEL 1052)

10 KHz 10 KHz

LOW PASS FILTER LOW PASS FILTER
(TSI MODEL 1057) (TSI MODEL 1057)

r

UNIT I I UNIT I

VOLTMETER VOLTMETER VOLTMETER VOLTMETER VOLTMETER VOLTMETER

(TSI MODEL (TSI MODEL (TSI MODEL (TSI MODEL (TSI MODEL TSI MODEL

1051-2D) 1076) 1076) 1076) 1076) 1051-2D)

SELA E' LA2 (E'LA + E' LB)2 (E'LA -E' LB)2 EL 2 EL

Figure 14. Block Diagram of Instrumentation Arrangement for Obtaining
Multi-component Turbulence Measurements
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, 0 PROBE CODE NO. E3031
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Figure 41. Heat Transfer and Skin Friction Coefficients Measured for the
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Figure 53. Heat Transfer and Skin Friction Coefficients Measured With
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Figure 62. Influence of Turbulence Intensity on the Skin Friction Coefficient
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Figure 65. Influence of Free-Stream Turbulence on the Mean Velocity Profiles
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Figure 71. Present Data Plotted in the Coordinates of Hancock, Ref. 39
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Figure 73. Numerically Smoothed Experimental Wall Temperature Data for Grid #4
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